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Abstract 

Automatic sentiment extractions from social media 

reviews is new trend in business analysis. It visualizes and 

summarizes the sentiments extracted from millions of 

reviews in set of predefined three classes: positive, 

negative and neutral. Foundations of automated 

sentiment analysis lies in Natural language Processing 

(NLP) and Machine Learning (ML) algorithms. Through 

this paper we are presenting results of applying two 

robust supervised machine learningalgorithms on Indian 

tourism reviews: Random Forest(RF) and Support Vector 

Machine(SVM) and compare the performance of both on 

the 11K dataset collected through Tripadvisor.com. It is 

found that using a limited feature, RF outperforms SVM 

in terms of accuracy and execution time. 

Keywords: Sentiment analysis, natural language 

processing, Random Forest, Support Vector machine. 

 

1. Introduction 

 

Sentiment analysis (SA) is state-of-art technique for 

analyzing people’s opinions, thought, expressionand attitude 

towards an entity through written text[5].With exponential 

increase of internet users; data in form of reviews has  

 

 

 

 

 

 

 

grownrapidly; as a result, more than 94% of the customer 

read online reviews before making a decision of acquiring a 

product.[2][3].These reviews are bulky and unstructured in 

nature; but, with proper visualization and analysis it can offer 

meaningful information to business community. SA of 

reviews aims at automatic detection of sentiment polarity of  

the sentence with respect to target [12][13]. Hence, SA is 

gradually becoming trend in business analysis since 2015 as  

shown by comparing trends of the terms’ sentiment analysis 

(in blue) with feedback (in red) in Fig1. A significant growth 

in the field of SA is observed from 2015 onwardsthere by 

improving scope of research avenue in the field. 

 

 
Fig 1: Increase trend in Sentiment Analysis 

 

Sentiment analysis is(also called opinion mining, 

review mining or appraisal extraction, attitude analysis) is the 

task of detecting, extracting and classifying opinions, 

sentiments and attitudes as expressed in textual input 

[Balahar]. 

Indian tourist places are source of attraction not only 

for local travelers butalso international toursits.With rich 

heritage and diversified culture, Indian tourist places are 
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source of interest and draws attraction from all segments of 

society. It plays a vital role in economic and socio growth of 

the country. The World Travel and Tourism Council reported 

that in 2018; tourism in India contributed 9.2% of India’s 

GDP growth and predicted to grow at rate of 6.9% annually. 

Sentiment analysis of reviews on Indian tourism will 

bring an insight in detecting public opinion about tourists’ 

places. Automatic categorization of reviews will further aid 

in further enhancing placed by resolving specific issues 

observed through reviews. Substantial work on SA of product 

reviews is available; but application of SA on Indian tourism 

review is seldom observed. Most of the websites accept 

reviews in English and India is country with diverse 

language. Hence, sentiment expressed by an individual is 

limited by the vocabulary used by authors. With objective of 

building classifier on Indian tourism reviews;online reviews 

of tourists spot of Chhattisgarh and Maharashtra are gathered 

from Tripadvisor.com using web scratcher tool and 

datasetwas generated. Nearly 11K reviews were collected and 

tagged manually as positive and negative for training 

supervised learning models. Two robust supervised machine 

learning algorithms; RF and SVM are implemented and 

evaluated on test data.  Paper is divided into five section; next 

section presents work done in the area of SA. Data collection 

and methodologies are discussed in section 4. Results and 

comparative analysis are done in section 5.  

 

2. Literature Review 

 

Sentiment Analysis has evolved as an active research 

domain since last one decade[6]. It is subset of NLP; a very 

challenging field in computer science research. Intelligent 

system with natural language understanding has to deal with 

ambiguities within that language; like, word sense 

disambiguation (WSD); where a word has different meaning 

in different context; coreference resolution (CR); where 

pronoun is substituted with correct proper noun. All of these 

subproblems themselves are individual research areas [23]. In 

past few years; availability of NLP tools for part-of-

speech(POS) tagging; tokenization, lemmatization, 

vectorization, syntactic and semantic representation has 

channelized research work in more promising direction.  

Different types of sentence possess different types of 

sentimentvalues. Not all the sentences in the review 

areopiniated; some are factual with no sentiments. They are 

called as objective sentences; whereas sentences with opinion 

are termed as subjective sentences[7][11][13].Subjective 

sentences areclassified as positive and negative based on 

overall sentiment value of sentence [17].Supervised machine 

learning models are designed for understanding the 

sentiments and classifying them as positive and negative 

[30]. Sentiment or opinions are associated with target[4]. For 

example, sentence “I like the phone but battery life is less.”; 

has two target phone andbattery life and two sentiments like 

andless. Single or multiple targets and opinions are present in 

the sentence Identification of accurate target and its sentiment 

from complex sentence is also a challenging task handled by 

ML based algorithm [10] . Not only adjectives orientations 

are being analyzed for SC task; but emoticons and thumps up 

are also used as features for sentiment classification task. 

Features from set of reviews or documents play a 

significant role in training a model. Some of the important 

features are word frequency, term frequency inverse 

document frequency (tfidf), part of speech tags (POS), type-

token ratio (TTR). one hot encoding(OHE) of words in 

vocabulary, vector representation of words and 

sentences[15][16].In real scenarios, training samples may not 

contain target values for all possible combination of features. 

Some combination occurs more frequently than others; This 

leads to data sparsity in high dimensional feature set. 

Training a model with sparse data leads to overfitting 

situation; as model will learn frequent occurring patterns and 

will not perform well with new or less frequent pattern in test 

data. Model is not well generalized in such scenarios. This 

problem of generalization is also a challenge in predicting 

correct sentiment from a new type of sentence. Vectors at 

word level and sentence level give a better presentation of 

feature set as it tends to reduce the dimensionality problem 

by projecting similar words or sentence in same axis in 

multidimensional representation of text [9][20].  

Indian tourism sector is an important segment affecting 

social and economic parameters of the country. Implementing 

SA task in reviews of this sector will assist in visualizing 

potential problems in the specific areas by projection of 

emotions of tourists through their reviews and its analysis 

through ML approaches. 

Most robust algorithms in SA task are support vector 

machine (SVM) and Random Forest (RF) [33][12]as 

reflected in literature survey of NLP task. Hence these two 

algorithms are implemented for the sentiment classification 

reviews and their performance is reported in this paper. 

Results are further enhanced by tuning parameters of the 

model. 
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3. Methodology 

 

Process of building a robust model for sentiment analysis 

is divided into six steps as shown in Fig1. Preprocessing 

steps removes noise from data and make it ready for next 

phase.  

 

 
Fig1: Steps for Sentiment classification 

Intelligent system cannot be trained on textual data. Hence, 

numerical representation of words and sentences is obtained 

in vectorsform through word2vev and doc2vec tools.Features 

extraction in text is obtained through vectorization 

process.Vectorization process assigns vector   to  words and 

sentences in the documents. Each word or vector represent a 

dimension in n-dimension space [7] Words with similar 

meaning fall on same axis. Model is built and is trained on 

80% of the data. Parameters of the model are tuned for 

optimum performance. Trained model is tested on 20% of the 

data. Performance of the model is evaluated on test data and 

accuracy scores are determined. 

 

 
 

Fig 2: Sample data after preprocessing 

 

Approximately, 11K reviews of Indian tourist places; 

collected from Tripadvisor.com are used for experimental 

purpose. Reviews from 11 tourist places of   Chhattisgarh and 

18 tourists places from Maharashtra are manually tagged as 

positive and negative.  Summary of state wise data is 

depicted in Fig 3. 

 

 

 
 

 Fig3: Summary of data collected from two states 

 

With availability of open-source tools for NLP and ML, 

experimenting with ML models for solving NLP based 

complex problem has increased manifolds. These techniques 

take input as feature vectors which represent properties or 

characteristics feature of text and train a system to learn these 

characteristics. Some of features commonly used are: POS 

tags, number of words, number of characters, TTR ratio, 

tfidf, one-hot-encoding (OHE),word and sentence vectors. 

Total number of unique words in corpus form vocabulary and 

type token ratio (TTR) of a corpus defines the diversity of the 

corpus. TTR is ratio of vocabulary size by number of tokens 

in corpus. Apart from these conventional feature set; word 

embeddings play an important role in text classifications task 

[3]. Word embeddings not only give vector representation to 

words but also capture semantic and syntactic relevance [8]. 

Basic vector representation is given byOne-Hot-

Encoding(OHE). Every word in vocabulary is identified by a 

unique vector and size of this vector depends on number of 
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words in vocabulary. OHE gives sparse representation of 

words as similar words are represented by different vectors. 

More dense representation is obtained by word2vec and 

doc2vec where similar meaningwords or sentences are 

projected onto same axis in a multidimension representation 

[9]. This reduces the vector size and gives better numerical 

representation of sentences. Word2vec converts words to 

vector and doc2vec converts sentence to a vector. Doc2vec is 

unsupervised model build on word2vec where paragraph id is 

added as additional parameter.  Here we are using doc2vec as 

one of key feature in building a model; apart from number of 

characters, number of words, POS tag, tfidf and TTR 

values.Doc2vec generates vector of for reviews Sample 

feature set is shown in Fig 4. 

 

Fig 4: Sample reviews with feature set 

A word gets its numeric representation through word2vec 

using CBOW or skip-gram variations of neural network 

model. CBOW works on the principle of predicting a word; 

given the context and skip gram is flipped model of CBOW; 

which predicts the context, given the word. To build vector 

representation of varying length sentences or reviews; 

paragraph identification is added as a new input to base 

model of word2vec. System learns document specific 

representation and returns vector using two implementations: 

 Paragraph Vector - Distributed Memory (PV-DM) 

 Paragraph Vector - Distributed Bag of Words (PV-

DBOW) 

PV-DM is an extension of CBOW which predicts the 

word;given context along with paragraph id. It not only 

learns the semantically related words in a sentence; but also 

captures topic specific representation. Likewise; PV-DBOW 

is enhanced model of skip-gram implementation. 

Support Vector Machine (SVM) 

Support vector machine (SVM) is a ML algorithm used for 

classification as well as regression task. In classification 

problem; its objective is to find decision boundary, a 

hyperplane, that divides data points into two regions. It 

implementskernel, a mathematical function of linear and non-

linear nature for the finding the decision boundary; that 

separates data point with maximum margin from support 

vectors. Support vectors are data points nearest to hyperplane 

amongst all data points of a class. A plane that separates 

datapoints with maximum distance from both the sets is an 

optimum hyperplane. Training data set is collection of : 

 

D={(x(1),y (1),),(x(2),,y(2)),(x(3),,y(3)),……,(x(n),,y(n))} 

                                                                    ----(7) 

wherex =[x1,x2,x3….xn]Tis n dimensional input vector for ith 

example in the real-valued space; y is class label. SVM finds 

a linear function g(x)=wTx+w0;such that the input vector x(i) 

is allocateda class based on the value of g(x(i)).and to other 

class if it is less than zero. 
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w is the weight vector and w0 is the bias. There may exists 

many separators; dividing data sets, but the one which 

maximizes the margin between vectors of two class is 

optimum separator. It is called principle of maximum 

marginality. Hyperplane, selected is also expected to 

minimize outliers in separating two classes. C is 

regularization parameter for generalizing our classifier.  A 

generalized classifier will have low error rate not only in 

training set but also on unseen test data.  

 . 

 

Fig 2: Decision boundary of SVM 

SVM searches for two things; a hyperplane with largest 

minimum margin and a hyperplane that accurately separates 

maximum data points. It is difficult to achieve both 

objectives; hence value of parameter C of SVM tries to 

balance and tune the model. Lower value of C generates 

maximum margin, but outliers may occur as presented in 
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Fig3. However, higher values of C will minimize outliers 

with minimum margin. 

 

 

 

 

Fig 3(a)Maximum Margin with outliers low C values  (b) Reduced 

misclassification rate with higher C values. 

Random Forest(RF) 

It is a robust ML technique used for regression and 

classification.It is an ensemble model, made of large number 

of small decision tree called estimators. Each estimator 

produces their own results; which are combined to 

obtainoverall accurate predictions [2].Forest is an ensemble 

of decision trees; trained with bagging method[1]. Idea of 

bagging method is that, combination of learning models 

increases the overall result. Each tree is built on random set 

of features and it uses subset of these feature for splitting a 

node. Importance of a feature is measured by reduction in 

impurity of a node using that feature.  It removes the 

overfitting problem of decision tree and generalizes well in 

case of unseen data. It works well with large, heterogenous 

dataset with high dimensionality. Let us take a training set 

with N examples and pick-up sample repeatedly from subsets 

of training set of size k; k<N. Sampling is random with 

replacement and is called bootstrapping or bagging. If 

number of features is M, a subset m of M is used for training 

each estimator. Each estimator is trained with only m feature 

of k training data set. Estimators are number of decision trees 

used for creating a forest and each estimator is trained on 

sampled feature and training data. Final outcome is obtained 

by voting method where output of each estimator is 

compared with others; predictions given by maximum trees is 

considered as final outcome. 

Hyper Parameters of Random forest: Set of parameters are 

tuned to obtain the best result. Some of the important 

hyperparameters are: 

 Number of estimators: Number of trees algorithm 

uses for building forest before recording maximum 

voting or average prediction score. Higher number 

of trees; better is the performance of algorithm at 

higher computation cost. 

 Maximum_features: Maximum number of features 

used by algorithm to split a node 

 Minimum number of leaves required to split a node 

 No of jobs: Number of processors used by 

algorithm. -1 value indicates any number of 

processors can be used. 

 Random state: For a definite value of random state 

and same training data with same other 

hyperparameters; algorithm will output same result. 

 Out of Bag samples(oob): About one-third of 

training sample is used for validation; which helps 

to generalize performance of the model. It is cross 

validation for evaluating the model 

RF model is basically updated version of decision tree; which 

is more robust and handles the problem of overfitting well. 

11K data collected from Tripadvisor.com is used for building 

model after preprocessing and feature extraction. Build 

model is tested and evaluated and results are discussed in 

next section. 

4. Result and Discussion 

Data set is divided into 80-20 ratio for training and testing. 

Experiment is conducted with following features: 

 Number of words 

 Number of characters 

 tfidf 

 Word2vec 

 Doc2vec (with vector size =100) 

System performance is evaluated by building confusion 

matrix and finding accuracy, F measure, precision and recall. 

Precision measures fraction of relevant instances among total 

retrieve instances. Recall, also known as sensitivity, 

represents the fraction of relevant instances retrieved among 

all relevant set. F-Score is calculated as given in Eq 3 and 

accuracy as per Eq 4 

F_Score=2*(Recall*Precision)/(Recall+ Precision)------(3) 

Accuracy=(TP+TN)/(TP+FP+FN+TN)------------------(4)_ 

 

Where TP,FP,TN and FN is defined as follows: 

True positive:   +ve review correctly identified as +ve 

False positive:  +ve review incorrectly identified as -ve 

True negative:  -ve review correctly identified as -ve 

False negative: -ve review incorrectly identified as +ve 

 

Table2:    Comparative performance of  SVM and RF 
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1 SVM 

(rbf) 

73.1 0.785 0.798 0.788 

1 SVM 

(linear) 

82.3 0.8959 0.8965 0.8956 

2 RF 84.48 0.8736 0.8830 0.8727 

 

 
Fig 3: ROC curve with SVM and Random forest (a) AUC=0.92 (b)AUC-

0.90 

False negative: -ve review incorrectly identified as +ve 

 

Computational complexity of SVM is much 

higher than random forest. SVM takes longer time to 

train as compared to RF as optimization of hyperplane 

gets expensive. Between two flavors of SVM; linear 

SVM performs better than SVM with rbf kernel due to 

linear nature of data. Regularization parameter, C value 

is tuned to improve result. Lower value of 

parameter(C=1) exhibits better results as it generates 

optimum hyperplane with higher margin. Decision 

boundary of RF is crisper and handles outliers in a 

better way; thereby improving classification rate. When 

experiment was conducted with basic feature set and 

low vector size; linear SVM was slightly better than 

RF. Enhancing vector size increased feature set and Rf 

outperformed SVM. 

Receiver operating Characteristic (ROC) curve is useful 

tool in understanding accuracy of a predictive 

modelTrue positive rate (TPR)is plotted against false 

positive rate (FPR).TPR is fraction of samples that were 

correctly predicted to be positive out of all positive 

observation. FPR is fraction of samples that are 

incorrectly predicted to be positive out of all negative 

samples. Farther the curve is from the diagonal line; 

better is the model in prediction.As it is shown in Fig 3; 

SVM has the best ROC curve as it is most deflected 

away from diagonal as it generates optimum model 

parameters. 

5. Conclusion and Future Scope 

We have experimented on tourism data set extracted 

from Tripadvisor.com and reported the results of three 

supervised leaning algorithms. Doc2vec and word2vec was 

used to obtain vector representation of each review which 

improved the results of SVM and RF classifiers. Dataset can 

be enhanced to include reviews with double negation, 

sarcasm and phrases. Accuracy can be further improved by 

using word embeddings generated from larger corpus; so that 

system can be trained with higher number features. 
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