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Abstract—Multi-thread architectures are the current trends 

for both PCs (multi-core CPUs and GPUs) and game consoles 

such as the Microsoft Xbox 360 and Sony Playstation 3. GPUs 

(Graphics Processing Units) have evolved into extremely 

powerful and flexible processors, allowing its use for processing 

different data. This advantage can be used in game development 

to optimize the game loop. As reported in the literature, GPGPUs 

have been used in processing some steps of the game loop, while 

most of the game logic is still processed by the CPU. This 

proposal differs by presenting an architecture designed to 

process practically the entire game loop using the GPU. Two test 

cases, a crowd simulation and a 2D game shooter prototype 

called GpuWars, are presented to illustrate the proposed 

architecture. 

Keywords—Digital Games, Game Architecture, GPGPU, Game 

Physics, Game AI, Flocking Boids 

I.  INTRODUCTION 

The increasing levels of realism in digital games depend 
not only on the enhancement of modeling and rendering 
effects, but also on the improvement of different aspects such 
as animation, artificial intelligence of the characters and 
physics simulation. 

Multi-thread architectures on PCs are becoming more and 
more popular with the development of multi-core processors 
and the new GPU architectures that can be used for generic 
processing. In addition, top of the line video game systems, like 
the Microsoft Xbox 360 and the Sony Playstation 3, feature 
multi-cores processors. Therefore, game architectures have to 
make their tasks parallel, demanding the adoption of concepts 
from parallel systems in order to take full advantage of the 
hardware. This work presents a game architecture that has been 
developed so that most of its tasks are executed in parallel, and 
the sequential execution used is kept to a minimum. 

The development of programmable GPUs has opened new 
possibilities for general-purpose computation (GPGPU), which 
can be used, for instance, to enhance the level of realism in 
virtual simulations. Some examples in GPGPU that address 
these issues include Quantum Monte Carlos [1], finite state 
machines [2] and ray casting [3]. 

Games are interactive real-time systems, similar to 
multimedia applications, they have time constraints to execute 

its tasks in order to present to end users the results properly. In 
general, the main loop of a game falls into three categories:  

(1) data acquisition, which gets data from user input, 
and can only be executed by the CPU;  

(2) data processing, where the game logic is processed, 
and can be processed by the CPU or the GPU (with 
the corrective adaptation); and  

(3) data presentation, where the results are presented to 
the end user though images and audio, which is 
processed by the GPU (images) and by the CPU 
(audio).  

The main contribution of this work is an architecture model 
and its implementation that processes the entire game logic 
using the GPU. 

Several games and previous works used GPGPU to process 
some selected subtasks on the GPU, while the remaining tasks 
are processed on the CPU. Such processing partition is 
frequently pointed out as the bottleneck in these simulations, 
because it may induce several expensive data transfers between 
the CPU and GPU [4]. This work implements all the methods 
of the game entirely on the GPU with the use of a new GPGPU 
architecture, keeping the GPU-CPU communication to a 
minimum. This work is particularly important as it proposes a 
new paradigm that can be used in GPUs and video games 
(Xbox 360 and Playstation 3), and also in future CPU 
architectures [5], where massively cores are expected to be 
available. 

This paper is organized as follows: Section 2 presents a set 
of GPGPU concepts. Section 3 presents some related works on 
GPGPU that can be applied to games. Section 4 presents the 
architecture and section 5 presents the physics aspects of the 
architecture. Section 6 presents the game logic aspects of the 
architecture. Section 7 and 8 present the two test cases, a crowd 
simulation and the GpuWar game, respectively. Finally, 
Section 9 presents the conclusions and future works. 

II. GPGPU 

GPUs are powerful processors originally dedicated to 
graphics computation. They are composed of several parallel 
processors, achieving much better performance than modern 
CPUs in a number of application scenarios. An nVidia 8800 
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Ultra [6], for instance, can sustain a measured 384 GFLOPS/s 
against 35.3 GFLOPS/s for the 2.6 Ghz dual-core Intel Xeon 
5150 [7].  

The GPU architectures have been specially designed for 
processing tasks that require high arithmetic rates and data 
bandwidths. Because of the SIMD parallel architecture of 
GPUs, the development of this kind of applications requires a 
different programming paradigm than the traditional CPU 
sequential programming model. As an example, the nVidia 
GeForce 9800 GX2 [8] has 256 unified stream processors. In 
order to take advantage of the GPU processing power in a 
game, the developer needs to adapt the game tasks to this kind 
of parallel paradigm, like the architecture presented in this 
paper. 

nVidia and AMD/ATI have implemented unified 
architectures in their GPUs. Each of them is associated with a 
specific language. nVidia has developed CUDA (Compute 
Unified Device Architecture) [9] and AMD has developed 
CAL (Compute Abstraction Layer) [10]. One main advantage 
of these languages is that they allow the use of the GPU in a 
more flexible way (both languages are based on the C 
language) without some of the traditional shader language 
limitations, such as scatter memory operations, i.e. indexed 
write array operations, and offer other features that are not even 
implemented in those languages, such as integer data operands 
like bit-wise logical operations AND, OR, XOR, NOT and bit-
shifts [11]. Nevertheless, the disadvantage of these software 
architectures is that they are vendor specific, i.e., CUDA only 
works on nVidia and CAL only works on AMD/ATI cards. In 
order to have GPGPU programs that work on both GPUs it is 
necessary to implement them in shader languages like GLSL 
(OpenGL Shading Language), HLSL (High Level Shader 
Language) or CG (C for Graphics) with all the vertex and pixel 
shader limitations and idiosyncrasies. According to the 
vendors, in the near future it will be possible to use OpenCL 
(Open Computing Language) [12], which is available for both 
nVidia and AMD graphics cards. 

The GPGPU is getting more and more common and it is 
being applied in the geologic area [13], the medical area [14] 
and in computer vision [15]. The websites from CUDA [16] 
and gpgpu.org [17] show the latest development in the field. 

III. RELATED WORK 

There are a lot of GPGPU applications in many fields. In 
the field of games GPGPU has been mostly concentrated in 
game physics. Game physics using GPU is a field of potential, 
and many previous works have achieved considerable speedup 
by moving the physics calculations from the CPU to the GPU. 
All the major physics engines for games available in the market 
had made, or are making, attempts to use the GPU to process 
its calculations. The work of Green [18] described an 
implementation on the GPU of some methods of the 
commercial physics engine called Havok FX, which was 
constructed to be a GPGPU version of Havok Physics [19]. 
The Havok FX was discontinued when Havok was bought by 
Intel, but there are rumors that it will be continued with the 
release of Intel new architecture for multi-core processing [20]. 
Several other examples can be found in the literature. PhysX of 

nVidia [21] is a physics engine that uses the CUDA 
architecture to optimize its calculation [22]. Bullet [23], an 
open source physics engine, is also investing in porting it to the 
GPU and has released demos with some aspects of the engine 
running on the GPU. Also in [24] a hybrid physics engine that 
has some of its calculations on the GPU was presented. Besides 
the physics engines, there are other works related to the 
implementation of physics simulation processes on the GPU 
like: particle system [25], deformable bodies system [26], 
fluids [27, 28] and collision detection [29]. 

Physics simulation works very well on the GPU because of 
the high performance of the stream processors, which allows 
high parallelism of the physics problems that can be solved in 
this structure. With that, it is possible to have faster physics 
simulation on games, and also more physics realistic games.  

Another field that could be implemented in the GPGPU and 
can be used by games is game AI or game logic. This field has 
not been explored and there are very simple works on the field. 
There is an implementation of Finite State Machine on the 
GPU [2], but it only implemented very primitive behavior and 
cannot be used for games.  

Another field that can be incorporated into a game that 
explores GPGPU is crowd simulation [30–36]. Crowd 
simulation can be used in games for simulating the behavior of 
herds [31, 35], people walking on streets [37], soldiers fighting 
in a battle [38], spectators watching a performance [39] and 
also to populate game worlds [30], like a GTA game [40]. 
These works are particularly important since they propose a 
simple AI model implementation into GPU architecture. This 
kind of simulation can also be implemented using the 
architecture proposed in this paper, as shown in the crowd 
simulation test case. 

There are also some works that deal with the distribution of 
tasks between the CPU and GPU, like [24, 41–45]. These 
works concentrated on the GPU processing most of the physics 
tasks and distributing other tasks to the CPU. Even though 
these works presented some aspects of the game tasks 
processed by the GPU, the present work differs in a way that 
all game tasks are processed by the GPU.  

Another research topic is related to the challenges for 
turning the game tasks parallel for multi-cores CPU, on which 
two works can be highlighted. The first presented the idea of a 
game loop, which is called Data Parallel Model [46]. In this 
model, the data is grouped in parallel sections of the 
application where they are processed. The Data Parallel Model 
proposed to use separate threads for sets of data (like game 
objects), instead of using a main loop with concurrent parts that 
process all data. The second approach presented the design of a 
parallel game engine for multi-cores Intel processors [5]. The 
main idea is to divide the data processing in tasks (like AI, 
physics, graphics and audio) and divide those tasks between the 
available cores. The presented work uses some similar 
concepts, like grouping the tasks according to the game object 
and dividing the tasks according to task itself.  

The authors of this paper do not know any previous work in 
the literature that uses the GPU to process the entire game 
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logic, like the one presented in this work. An earlier version of 
this architecture can be seen in [47]. 

IV. THE ARCHITECTURE 

Computer games are multimedia applications that require 
knowledge of many different fields, such as computer graphics, 
artificial intelligence, physics, networking and others [44]. 
Computer games are interactive applications that exhibit three 
general classes of tasks: data acquisition, data processing, and 
data presentation. Data acquisition in games is related to 
gathering data from input devices such as keyboards, mice and 
joysticks. Data processing tasks include applying game rules, 
responding to user commands, simulating physics and artificial 
intelligence behaviors. Data presentation tasks relate to 
providing feedback to the player about the current game state, 
usually through images and audio. In this architecture 
practically all game logic is processed in the GPU, i.e. all the 
data processing tasks, only using the CPU for tasks that need to 
make use of CPU, like data acquisition.  

The game loops are the underlying structure that games and 
real time simulations are built upon. These loops are regarded 
as real-time because games and simulations (and similar kinds 
of multimedia applications) have time constraints to run the 
tasks that rely on them. This means that if those tasks do not 
run fast enough, the experience that the application must 
provide will be compromised. 

Most GPGPU works use a sequential game loop called 
single-thread game loop with a GPGPU stage [24], which 
processes some of the data processing tasks of the game loop 
inside the GPU. Figure 1 illustrates this game loop. There are 
some variations of the same loop by putting the tasks in multi-
threads [44]. 

 

Fig. 1. Single-thread game loop with a GPGPU stage. 

The game loop of this architecture differs from those works 
as it does not have an update stage in the CPU. This loop works 
as follows. First the CPU gathers the input and sends it to the 
GPU. The GPU processes this data, making the necessary 
adjustments, like the transformation of players’ positions and 
the creation of the players’ shots. The GPU starts updating the 
bodies by applying the physics behavior on them and their 
logic behavior, which corresponds to the artificial intelligence 
step. These updates are put in a VBO (Vertex Buffer Object) 
and sent to the shaders for rendering. The GPU also sends 
variables to the CPU in order to execute sound effects and to 
tell if it should terminate the application. This game loop is 
illustrated in Figure 2. 

To resume, the CPU is responsible for:  

 creating a window;  

 gathering the users input and sending it to the GPU;  

 making the GPU calls;  

 executing the music and sound effects; and 

 terminating the simulation/application/game, i.e., 
destroying the window and releasing the data.  

And the GPU is responsible for: 

 applying the physics on the bodies;  

 processing the artificial intelligence;  

 determining the game status, like the player scores; and 

 determining the end of simulation/application/game.  

 

Fig. 2. Game loop of architecture. 
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Fig. 3. The different processes of the architecture threads. 

The data that is exchanged between the CPU and GPU is 
encapsulated in a special structure, in order to keep the 
communication between the CPU and GPU to a minimum, 
since this process can be a bottleneck of any simulation that 
requires communication between the CPU and GPU [48]. In 
order to implement this architecture some data structures are 
needed. The description of the data required for each entity 
follows:  

 one vector (x, y, z) with the entity position;  

 one vector (x, y, z) with the entity force;  

 one vector (x, y, z) with the entity direction/orientation;  

 one float as the entity type;  

 one float with the entity energy; and 

 one float for the entity mass.  

The data is grouped into three vectors of size four in order 
to optimize the data exchange between GPU executions. To 
assure the desired high performance, all information, whenever 
possible, is organized and mapped as textures, using a ping-
pong strategy.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Random numbers are used in games to avoid deterministic 
behavior. In the proposed architecture, random numbers are 
used to model random behavior of entities, including the 
creation of new entities, the initial status of these entities and 
the actions of the entities. Since GPUs do not have native 
pseudo random number generation, we developed a pseudo-
random number generator based on a nVidia demo [49]. 

GPGPU programs are divided into threads. In order to 
process the main game logic that needs to be executed 
sequentially, the proposed architecture has a special GPU 
thread, which is responsible for it, and is the same that treats 
the user inputs. This processing includes tasks that updates the 
simulation according to the users input, i.e., threats the input; 
creates new entities, if necessary (which are created in other 
GPU threads); determines the scores (in case that the 
simulation is a game); determines the game over or the end of 
the simulation. The others threads are responsible for updating 
the entities, like collision detection and response, and the 
entities behavior. Even though some threads may wait for 
others threads to end, this approach shows an average speedup 
of 35 %. 

There are three types of entities simulated by this work: 
physical entity, behavior entity and physical-behavior entity. 
The physical entity will only simulate the physical aspects of 
an entity related to collisions. The behavior entity will only 
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simulate the behavior of the entity and will not simulate 
collisions. And the physical-behavior entity will simulate both 
the physical and behavioral aspects.  

The positions and type of an entity is gathered into a VBO 
(Vertex Buffer Object) and sent to a vertex shader for 
rendering without the use of the CPU. In order to deal with the 
creation of the entities, the architecture keeps a list with the 
values to indicate available positions for entities creation.  

Using this structure, the GPU processes some empty 
threads (threads that practically do not process anything), and 
also different codes in different threads, which can affect the 
general performance, because of the threads synchronization 
mechanism inside the GPU block. In order to avoid this, the 
architecture proposed to group similar threads together into a 
GPU block, avoiding the loss in performance caused by thread 
synchronization. Figure 3 illustrates the processes of the 
different threads. 

The proposed architecture was built in a way that it can be 
used, with proper modifications, for both 3D games and 
GPGPU particle simulations. It was implemented using the 
following technology: CUDA [9] for GPGPU processing; 
OpenGL for rendering; GLSL (OpenGL Shading Language) 
for shaders; and GLUT (OpenGL Utility Toolkit) for window 
creation and input gathering. But the concepts presented here 
could also be adapted to others technologies. In the next 
sections, the most important steps that are processed on the 
GPU, the physics step and the AI step, are present. 

V. PHYSICS STEP 

This step is responsible for the physics behavior, i.e., how 
the bodies process and resolve body collisions and responses. 
The physics of this architecture is based on the physics of 
particle systems [25, 50–52] and a hybrid physics engine [24].  

Collision detection is a complex operation. For n bodies in 
a system, there must be a collision detection to check between 
the O(n

2
) pairs of bodies. Normally, to reduce this computation 

cost, this task is performed in two steps: first, the broad phase, 
and second, the narrow phase. In the broad phase, the collision 
library detects which bodies have a chance of colliding among 
themselves. In the narrow phase, a more refined collision 
algorithm are performed between the pairs of bodies that 
passed by the broad phase. 

 

Fig. 4. The neighborhood matrix. 

The physics step is responsible for: 

 executing the broad phase of the collision detection; 

 executing the narrow phase of the collision detection, 
by applying the collision test in each of the previously 
approved body pair; and 

 forwarding the simulation step for each body by 
computing the new position and velocity according to 
the forces and the time step, i.e., solving the motion 
equations. 

A. The Broad Phase 

This phase is responsible for avoiding the n
2
 comparison 

between all the entities, and also avoiding doing a narrow 
phase of the collision detection between the n

2
 entities which is 

normally done by spatial hashing.  

There are many ways to do a spatial hashing in the broad 
phase of collision detection. This work uses a uniform grid, 
which has a constant building cost, which makes the simulation 
more constant, and is highly suitable for the parallel structure 
of the GPU. This structure is also used in the AI step in order to 
determine the vision of the bodies. 

This work has based its implementation on the 
neighborhood gathering method using neighborhood matrix 
which were presented in [31–34]. 

1) Neighborhood Matrix 
The entity information is stored in matrices, where each 

index contains values for an individual entity. Since is possible 
to be required a variable number of data about the entities, it 
may be necessary to use more than one matrix. However it is a 
good practice to avoid wasting GPU memory by sharing 
vectors to store more than one single piece of information in 
each index. 

The matrix containing the position vector for the entities is 
then used as a sorting structure. In Figure 4, one can see an 
example of such matrix where information about the position 
of 36 individual entities. To reduce the cost of proximity 
queries, each entity will have access to the ones surrounding its 
cells based on a given radius. In the example, the radius is 2, so 
the entity represented at cell (2, 2) would have access to its 24 
surrounding entities only. In cellular automata, this form of 
information gathering is called extended Moore neighborhood 
[53]. 

This structure enables the exact prediction of the 
performance, since the number of proximity queries will be 
constant over the simulation. This happens because instead of 
making distance queries, taking as parameters all entities inside 
its own coarse Voronoi cell and the ones in the adjacent 
regions, as in traditional implementations, each entity would 
query only a fixed number of surrounding individual matrix 
cells. However, this matrix has to be sorted continually in such 
a way that neighbors in geometric space are stored in cells 
close to each other. This guarantees that this extension of 
cellular automata may gather information about close 
neighbors. For maintaining the grid aligned we use a bitonic 
sort [54], which makes a full sort in each dimension. The 
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bitonic sort is a simple parallel sorting algorithm that is very 
efficient when sorting small number of elements [55], which is 
our case since our sorting algorithm is applied to each 
dimension separately. Our implementation is an optimized and 
adapted version based on the previous work of nVidia [56]. 
More on this data structure can be seen in [32]. 

B. The Narrow Phase of Collision Detection 

The narrow phase of the collision detection is responsible 
for doing the collision detection among the rigid bodies. In this 
work, instead of doing the collision check between all the 
polygons of the entities, it is implemented a basic primitive 
area element, that complex models are put inside. The bounds 
are used to surround every model, simplifying the narrow 
phase of the collision detection. Two types of bounds were 
implemented: a circle bound and a bounding rectangle. The 
circle bound is used whenever it is possible. This is done in 
order to save memory, since the circle bound only needs the 
position vector and a radius, while the bounding rectangle 
needs four variables. 

C. The Integrator 

This method is responsible for integrating the equations of 
motion of a rigid body [57]. In the proposed architecture, it 
consists of a simple formulation; since it does not take into 
account the angular velocities and torque. This method updates 
crowd entity velocity based on the forces that are applied to it, 
which are sent to the integrator, and then it updates the position 
based on its velocities, using an integration method based on 
Euler integration (this type of integration is one of the simplest 
forms of integration). Mathematically, it evaluates the 
derivative of a function at a certain time, and linearly 
extrapolate based on that derivative to the next time step. 

VI. AI STEP 

Game Artificial Intelligence (AI) is used to produce the 
illusion of intelligence in the behavior of non-player characters 
(NPC), as, for instance, in the case of the test case GpuWars, of 
the enemies. The algorithms used for Game AI are typically 
built upon known methods from the AI field, but game AI 
focuses more on the gameplay instead of precision. Besides, 
game AI has more computational constraints than pure AI 
applications, since the game needs also to process the game 
physics and to render the results.  

There are several ways to implement the game AI, such as 
Finite State Machines (FSM), fuzzy logic, neural networks, and 
many others [58]. This work uses Finite State Machine. FSMs 
are powerful tools used in many parts of computer games [59–
61], like the NPC behavior, the characters animation states and 
the game menu states.  

A FSM models structured behavior and is composed by 
states, the transitions between those states, and the actions. The 
architecture can be used to implements agent-based behaviors 
like finite state machines and crowd behavior.  

The behaviors are affected by the size of vision (which uses 
the grid made by the broad phase of the collision detection), 
velocity, energy and type, which are variables available for 
each type of entity. 

VII. TEST CASE I: CROWD SIMULATION 

In order to validate and show the scalability of the 
architecture proposed in this work, we implemented the well 
known distributed simulation algorithm flocking boids (bird-
like object) [62]. This algorithm was selected because of its 
good visual results, proximity to real world behavior 
observation of animals and understandability. The 
implementation of the flocking boids model using the 
architecture proposed enabled a real time simulation of up to 
131 thousands animals of several species, with a corresponding 
visual feedback.  

The test case simulated a crowd of animals interacting with 
each other and avoiding random obstacles around the space. 
This simulation can be used to represent from small bird flocks 
to huge and complex terrestrial animal groups or even 
thousands of thousands of different cells in a living system. 
Boids from the same type (representing the species) try to form 
groups and avoid staying close to other type of species. 

To achieve a realistic simulation we try to mimic what is 
observed in nature. Many animal behaviors resemble that of 
state machines and cellular automata, where a combination of 
internal and external factors defines which actions are taken 
and how they are made. A state machine is used to decide 
which actions are taken. With this approach, internal state is 
represented by the boid type and external ones correspond to 
the visible neighbors, depending from where the boid is 
looking at (direction), and their relative distances. 

Based on these ideas, our simulation algorithm uses internal 
and external states to compute these influences for each boid: 
flocking (grouping, repulsion and direction following); leader 
following; and other boid types repulsion (used also for 
obstacle avoidance). An illustration can be seen in Figure 5. 

 

Fig. 5. The Boid state machine. 
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A. Results 

Every boid was implemented as a physical-behavior entity, 
and it was render as a simple sphere. All the tests of this test 
case were made with an Intel quad-core 2.4 GHz with a nVidia 
Geforce 8800 GTS (which has 96 stream processors) running 
on Windows Vista. Each instance of the test ran for 300 
seconds. The average time to compute a frame (and subsequent 
frames per second) was recorded for each experiment. To 
assure the results are consistent, each test was repeated 10 
times and the standard deviation of the average times 
confirmed to be within 3%. A screenshot of the simulation can 
be seen in Figure 6. 

Table 1 shows the results of the simulation in milliseconds 
and in frame per seconds, and Figure 7 show the evolution of 
the simulation with the different numbers of entities in the 
simulation. 

This result shows that the architecture presents a good 
evolution, and can simulate and render up to 131 thousands 
interactive boids in real-time. A similar work of Reynolds [63] 
implements a similar algorithm, without the physics collision 
and response, in a Sony Playstation 3 architecture and can 
simulate and render up to 15 thousands interactive boids. 

VIII. TEST CASE II: GPUWARS GAME 

The GpuWars is a massive 2D game prototype shooter with 
a top-down 2D perspective. The game is similar to 2D shooters 
like Geometric Wars [64] and E4 [65]. The main enhancements 
of GpuWars is that it uses GPU to process its calculations, 
allowing to process and render thousands of enemies, while 
similar games only process hundreds.  

The game play is very simple. The player plays as a GPU 
card (which is called “GPUShip”) inside the “computer 
universe”, and he needs to process (by shooting them) 
polygons, shaders and data (the enemies) from a game. Every 
time the “GPUShip” makes physical contact with an enemy it 
loses time and in consequence it loses FPS. The objective is to 
process the maximum number of data in the smaller amount of 
time, and keep the game interactive with a minimum 12 frames 
per second.  

 

 

Fig. 6. A screenshot of the simulation. 

TABLE I.  RESULTS OF THE CROWD SIMULATION TEST CASE 

Number of bodies Time GPU GPU FPS 

 512 2.26 442 

 1024 2.69 371 

 2048 3.44 291 

 4096 4.57 219 

 8192 5.26 190 

 16384 8.20 122 

 32768 13.89 72 

 131032 55.56 18 

 

The GpuWars uses the keyboard as the input device, where 
one set of controls are used to control the movement of the 
“GPUShip”, and another set to control the direction of the 
shots. The shots are implemented as physical entities and the 
enemies are simulated as physical-behavior entities. 

A. The GpuWars Game AI 

This game implements 3 different behaviors using FSM: 
the kamikaze, the group and the tricky behaviors, which are 
present in the next subsections.  

The behaviors are affected by the size of vision (which uses 
the grid made by the broad phase of the collision detection), 
velocity and energy (which are variables available for each 
type of enemy). By modifying these values, this work 
implements seven different types of enemies. 

1) Kamikaze Behavior 
The kamikaze approach is a behavior that simulates suicidal 

attacks. It is created by using a state machine that has four 
states: wandering, attacking, checking energy, and dead. It is 
illustrated in Figure 8. 

 

Fig. 7. Elapsed time of the simulation in milliseconds. 
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Fig. 8. The Kamikaze state machine. 

The kamikaze is a very simple behavior. It wanders until it 
sees the “GPUShip”, then it goes attacking it by throwing itself 
against it. This approach is well suited for GPU architecture, 
since little information about the scene is necessary. 

2) Group Behavior 
The group behavior creates a conduct pattern that makes 

groups, avoid bullets and attacks. It was modeled with a state 
machine that has six states: wandering, grouping, attacking, 
checking energy, avoiding bullets and dead, as shown in Figure 
9. 

This behavior is also very simple. The entity wanders trying 
to find similar entities, i.e., entities of the same type, and the 
“GPUShip”. If it sees a similar entity, it goes closer to it and 
makes a group. In cases where it can see the player, it attacks 
the player by throwing itself against it. If the entity sees a bullet 
coming in its direction, it tries to avoid it. 

 

Fig. 9. The group state machine. 

 

Fig. 10. The tricky state machine. 

3) Tricky Behavior 
The tricky behavior is the most complex behavior of the 

game. Similar to group behavior, this behavior also tries to 
group similar entities. For the tricky behavior, an entity may 
recover its energy. It has a state machine with seven states: 
wandering, grouping, attacking, avoiding bullets, checking 
energy, escaping, and dead, as shown in Figure 10. 

This type of enemy wanders trying to find the “GPUShip” 
or similar entities. If it sees a similar individual, it goes closer 
to it and makes a group. If it is seeing the player, it throws 
itself against it. If the entity sees a bullet coming in its direction 
it tries to avoid it. If it has little energy it tries to escape from 
the player neighborhood to recover the lost energy. 

 

Fig. 11. A screenshot of the game. 
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Fig. 12. Performance of the game. 

B. Results 

For the sake of repeatability, we ran the tests over the 
minimum hardware that can run CUDA. We used a notebook 
with an AMD Turion Dual-core, 3GB of RAM, with a nVidia 
GeForce mobile 8200M GPU card, which has only 8 stream 
processors, running on Windows Vista. 

The number of enemies determines the performance of the 
game. This game has a maximum of 8192 enemies. A 
screenshot of the game can be seen of Figure 11. To better 
view the performance, Figure 12 shows a graph with the 
performance in FPS of the game for 5 minutes of the game. 
From this figure it can be seen that the performance of the 
game ranges from 45 to 58 frames per second (FPS). This 
performance is considered optimal in a game [43].  

We have also tested the GpuWars game with the CPU 
determining the game status (players and enemies energies, and 
players scores) and the performance of the game has decreased 
to 30-40 FPS. Showing a bottleneck on the CPU’s processing 
of the game status. This test also shows that the use of the 
architecture with all the game processing inside the GPU, can 
considerably speedup the game. 

The game was also tested over a more powerful hardware, a 
quad-core with a nVidia GeForce 8800GS GPU card similar to 
the one used in the crowd test case, with similar results but 
with a speedup of three times (the FPS ranges from 130 to 
170). 

IX. CONCLUSIONS AND FUTURE WORK 

The development and evolution of multi-cores processors, 
GPUs and video games indicates that multi-thread architectures 
are a trend. Besides, the GPUs have evolved into more generic 
processors allowing them to be used to process different tasks 
of the game logic. Most works deals with some aspects of the 
game logic, with more focus on the game physics, and allowing 
the CPU to process others tasks, like the game AI. This work 
differs from the related GPGPU works, presenting an 
architecture that has all the game logic inside the GPU. The 
concepts of the proposed architecture could also be applied to  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
others multi-cores processors like the Playstation 3, Xbox 360, 
and clusters. One drawback of the architecture is that, in order 
take full advantage of the GPU power, all game task must be 
implemented in GPGPUs kernels. 

This work has implemented two tests cases using the 
proposed architecture: a crowd simulation, and a 2D game 
shooter. The crowd test case was a boid simulation which can 
achieve up to 131 thousands entities in interactive frame rate. 
This type of simulation can be applied to games, creating richer 
environments for the players. 

The second test case is a design and implementation of the 
GpuWars game, which is a 2D shooter that has parallel tasks, 
AI, physics and game score, which are processed on the GPU. 
Also the concept of making the game logic parallel can be 
adapted for other multi-thread architectures. This can make a 
new trend on game development. 

This architecture could be used for optimizing GTA [40] 
like games, by putting the simulation of pedestrian behavior 
and vehicles behavior on the GPU. It could also be used for the 
simulation of real time strategy game (RTS) characters 
behavior. 

Future works will focus on creating more complex behavior 
for enemies, by implementing other game AI techniques, like 
hierarchical state machines, fuzzy logic and neural networks. 
Our plans are to proceed by evolving the proposed architecture, 
transforming it into a GPGPU game engine so that it can be 
used in other type of games. 
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