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Abstract: 

The management & estimation of agile 

projects is stimulating works for many 

software companies for their high failure 

rates. To develop successful software 

projects. Proper prediction of projects 

overall effort & cost evaluation is a very 

important task. The numbers of 

development models over the last few 

decades have evolved through software 

projects. Hence, to complete an exact 

estimation of exertion & taken a toll for 

diverse program ventures which is based on 

distinctive improvement models are having 

innovative & new steps of software 

development is a significant task which is to 

be done. Software companies have adopted 

different various development models which 

are based on the organization and 

requirement of project. In this paper we 

proposed a COCOMO (Constructive Cost 

Model) for cost estimation of better software 

projects. Profit or loss estimation forecast to 

new project is carried out with the help of 

historical data of company. In the machine 

learning to predict forecast using historic 

data Naïve Bayes algorithm plays vital role 

and provides great accuracy. To check the 

behavior of the proposed system here we 

have used the SEERA dataset. According to 

the result our proposed system gives the 

profit and loss forecast prediction with the 

accuracy of 86.59% and 24.80% 

respectively. And the overall effort 

calculation accuracy is higher, 95.06% in 

the contrast to the SVM, 93.45%. 

1.

 Introduction: 

Software cost estimation is an important task 

in the software design and development 

process. Planning and budgeting tasks are 

carried out with reference to the software cost 

values. A variety of software properties are 

used in the cost estimation process. Hardware, 

products, technology and methodology factors 

are used in the cost estimation process. The 

software cost estimation quality is measured 

with reference to the accuracy levels. Software 

cost estimation is carried out using three types 

of techniques. They are regression based 

model, analogy based model and machine 

learning model. Each model has a set of 

technique for the software cost estimation 

process. 

1.1 Software Cost Estimation: The Software 

Cost Estimation is a process top predict 

/estimate the approximate cost of the software 

project before the development starts i.e. it 

describes the approximate requirements of 

effort, development time and resources to 

complete the software project. It is one of the 

vital processes to start development for 

software by considering all internal & external 

cost factors. 

The cost estimation is a tool to estimate the 

planning, budgeting and resource utilization 

for the software projects. Before cost 
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estimation for a software project, we will have 

known that what are the actual requirements 

for a project, what is the complexity of those 

requirements, and other cost driver factors that 

affect the development (like, product factor, 

project factor, personal factor& hardware 

factor). These are the input to the cost 

estimation process. So, in general, the process 

provides three responses. Such as Effort, 

Development Duration, and Resources. 

 

 

Effort: The amount of effort required to 

complete the development of software projects 

in terms of Man-Months (MM). 

Development Duration: The time duration 

required to complete the development of a 

software project i.e. total development time. 

Resources: The number of Manpower 

required for a software project in terms of time 

to complete. 

But in actually the SCE process follows on cost 

driver factors i.e. it will affect the cost of the 

software. These factors are such as design 

methodology, memory management, 

experienced skills, hardware requirements, 

software tools, risk analysis, project 

complexity, project delay, size of project 

database, performance parameter, virtual 

memory environment, etc. 

2. Methodology  

The dataset is pre-processed in order to calculate effort 

using COCOMO model by apply equation 2. The 

estimated effort is then compare with both the actual 

effort achieved and the predicted effort that is obtained 

by applying: Naïve Bayes. The dataset used is explored 

using density function and projection plot s to investigate 

both the nature and potential of the dataset, and then a 

number of models are built by applying the selected 

machine learning techniques. techniques. The 

performance of the models is then evaluated using: 

confusion matrix, accuracy

. 
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Figure 1: activity diagram of the system 

1. 

Data Pre-processing  

In the beginning, we conduct data pre-

processing phase so that the program can read 

the dataset. The dataset itself has 93 rows, 26 

columns, and formatted as ARFF (Attribute 

Relation File Format). We convert it into Excel 

format with the help of Weka. After that, we try 

to convert nominal values (low, normal, high, 

very high, and extremely high) of EM to its 

corresponding value. Then, we calculate the 

COCOMO II effort by using its equation (1) so 

that the result can be used later as a comparison 

to other methods or algorithms. After that, we 

remove all irrelevant columns and left some 

usable column for the prediction program. 

Those columns are project ID, KSLOC, EM, SF, 

and Actual Effort. At last we convert the dataset 

format into comma separated values format so 

that the program can read the dataset. Table 

below is the part of pre-processed dataset. 

2. Data Loading  

After the data pre-processing phase, we load the 

dataset. The program read the dataset. After that, 

we map the dataset into two separate variables, 

independent variables, KSLOC and EAF, as X, 

and dependent variable, Actual Effort, as y. 

3. Training and Testing  

In the beginning of this phase, we call all machine 

learning classes that we need to train and test the 

dataset. Each algorithm has its own parameters.  

4. Parameter Tuning  

In the first iteration, we are still using default 

parameters from the library. If the differences are still 

large, we modify the parameters’ value manually in 

order to gain the most ideal value. After several 

iterations of trial and error, we find the best parameter 

that can used for testing the dataset. Best parameter 

means the results error is small. At the end of this 

phase, we de-normalize the dataset so that we can 

retrieve the original value of the prediction. 

5. Result comparison 

After we gain the result, we compare their result and 

we display it in a table. We now compare the profit, 

loss and available values, missing values. 

6. Prediction 
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These values are given to the Naïve Bayes algorithm 

for the future prediction and forecast is predicted using 

these results. 

ALGORITHM 

Input 

Training dataset T,  

F= (f1, f2, f3 ,..,  fn ) // value of the predictive 

variable in testing dataset 

Output 

A class of testing dataset 

Steps: 

1. Read the training dataset T 

2. Calculate the mean and standard 

derivation of the predictor variables in each 

class, 

3. Repeat:  

calculate the probability of f1, using the gauss 

density equation in each class;  

Until the probability of all predictor variables 

(f1, f2, f3 ,..,  fn  ) has been calculated. 

4. Calculate the like hood for each class 

5. Get the greatest like hood. 

Dataset used: 

SEERA dataset: The SEERA dataset is a 

heterogeneous dataset from 57 different 

organizations representing the public and 

private sectors in Sudan. These organizations 

range from software development companies, 

to freelancers, to IT departments within public 

and private institutions. Table 1 provides the 

details of the organizations contributing project 

data. The public sector represents 28% of the 

organizations with a contribution of 40% of the 

projects. Only public sector software 

companies developed software for customers, 

the rest of the public organizations provided in-

house software projects developed by their 

respective IT departments. Private software 

companies contributed 51% of the total 

projects and 85% of the projects contributed by 

the private sector. However, the average 

contribution of each private software company 

is one to three projects with one company 

contributing 13 projects. This is in contrast to 

the public software companies in which two 

companies contributed 16 and 8 projects and 

one company contributed two projects. To 

reflect the heterogeneity of the projects, the 

dataset includes attributes for the type of 

organization, sector and organization id. 

 Type of organization count  

# of 

projects % 

Public 

Software company 4 28 23% 

Federal directorates 4 6 6% 

University 5 5 3% 

Federal ministry 4 4 7% 

Private 

Software company 25 7 51% 

Freelancer 6 64 6% 

Corporate IT department 4 9 6% 

Telecommunication industry 5 5 3% 

 Total 57 128 100% 

 

3. Result:  In conducting the above comparison, the 

SEERA dataset provides recent heterogeneous 
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project data with rich attributes that can be 

applied for different empirical research 

questions. The SEERA dataset overcomes the 

current limitations in dataset transparency 

through providing detailed original raw data 

(sub- attributes) and coding formulas which 

allows researchers to create new cost 

estimation datasets or rescale current attributes 

from the original data. This allows for the 

replicability of results and the verification of 

the data. All this combined raises the quality, 

flexibility and trustworthiness of the SEERA 

dataset. 

# of missing  

data  

% of missing  

values 

# of  

attributes  details 

1 1 8 environment: 3, users:1, developers: 10, project: 9, product: 5 

2 2 9 size: 1, environment: 3, developers: 1, Project: 1, Product; 3 

3 3 2 Process reengineering (project), product complexity (product) 

4 3 2 customer organization type 

11 9 1 team contracts 

39 33 1 % of project gain(loss) 

total 13  

Table 1: attributes with missing values in the SEERA dataset 

In regard to missing values per project, Table 

2 details the percentage of missing values 

within the projects showing that the majority 

of projects (87%) have none or one missing 

value. the SEERA dataset includes attributes 

to distinguish the origins and characteristics of 

the submitting organization: organization id, 

organization size, and IT department size. 

% of missing values # of projects % of projects 

0 60 50% 

1 33 30% 

2 2 13% 

3 1 1% 

8 1 1% 

25 2 1% 

  99 100% 

Table 2: projects with missing values in the SEERA dataset 

As we have discussed before, in this system we 

are using the SEERA dataset as an input the 

system. Table represents the total effort and 

the development time of the project. This 

effort and development time calculated using 

the COCOMO Model. The last column 

express the profit and loss obtained by the 

project, some of the data is missing.   

The below values of the effort and 

development time is calculated using the 

formula: 

1. Estimated effort: 

[𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 ×

(𝐷𝑒𝑑𝑖𝑎𝑐𝑡𝑒𝑑 𝑇𝑒𝑎𝑚 𝑀𝑒𝑚𝑏𝑒𝑟𝑠 +

(𝑇𝑒𝑎𝑚 𝑠𝑖𝑧𝑒 −

𝐷𝑒𝑑𝑖𝑎𝑐𝑡𝑒𝑑 𝑇𝑒𝑎𝑚 𝑀𝑒𝑚𝑏𝑒𝑟𝑠) × 50%)] ×

(𝐷𝑎𝑖𝑙𝑦 𝑊𝑜𝑟𝑘𝑖𝑛𝑔 𝐻𝑜𝑢𝑟𝑠 × 22)                                    

2. Actual effort:  

[𝐴𝑐𝑡𝑢𝑎𝑙 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 ×

(𝐷𝑒𝑑𝑖𝑎𝑐𝑡𝑒𝑑 𝑇𝑒𝑎𝑚 𝑀𝑒𝑚𝑏𝑒𝑟𝑠 +

(𝑇𝑒𝑎𝑚 𝑠𝑖𝑧𝑒 −
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𝐷𝑒𝑑𝑖𝑎𝑐𝑡𝑒𝑑 𝑇𝑒𝑎𝑚 𝑀𝑒𝑚𝑏𝑒𝑟𝑠) × 50%)] ×

(𝐷𝑎𝑖𝑙𝑦 𝑊𝑜𝑟𝑘𝑖𝑛𝑔 𝐻𝑜𝑢𝑟𝑠 × 22)                                        

3. Profit or loss is calculated using the 

following formula, 

(𝐶𝑜𝑛𝑡𝑟𝑎𝑐𝑡 𝑝𝑟𝑖𝑐𝑒−𝐴𝑐𝑡𝑢𝑎𝑙 𝑖𝑛𝑐𝑢𝑟𝑟𝑒𝑑 𝑐𝑜𝑠𝑡𝑠)

𝐶𝑜𝑛𝑡𝑎𝑐𝑡 𝑝𝑟𝑖𝑐𝑒
× 100                                                                                                          

Project Id  Year of the Project Effort calculated Development time Profit 

1 2015 2112 2 ? 

2 2016 1056 1 ? 

3 2008 3168 3 0% 

4 2009 5280 6 -17% 

5 2016 19008 12 0% 

6 2012 7392 6 0% 

7 2016 5280 6 ? 

8 2018 4400 4 0% 

9 2018 4224 6 0% 

10 2015 6468 12 -25% 

11 2001 8910 9 0% 

12 2000 5280 6 N/A 

13 2016 880 2 N/A 

14 2009 1848 3 N/A 

15 2010 1584 3 N/A 

16 2016 1320 2.5 N/A 

17 2014 880 2 N/A 

18 2012 264 1 N/A 

19 2014 27772 4.5 N/A 

20 2018 704 4 63% 

21 2015 2640 3 0% 

22 2014 4224 6 0% 

23 2013 1408 4 0% 

24 2010 2816 4 1% 

25 2009 1584 4 0% 

26 2018 1760 4 50% 

27 2004 2112 4 -14% 

28 2007 1540 7 0% 

29 2004 4224 12 50% 

30 2007 176 2 0% 

31 1997 2640 12 -100% 

32 2013 2640 6 ? 

33 2016 880 5 ? 

34 2017 2904 3 33% 

35 2017 1056 3 ? 

36 2014 2673 9 ? 
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37 2016 31680 4 0% 

38 2006 3646 6 0% 

39 2019 704 1 -22% 

40 2019 1760 4 ? 

Table 3: result of the estimated effort and development time of the project using the COCOMO Model 

Naïve Bayes: 

Table 4 represents the result of the naïve Bayes 

algorithm in terms of prediction of the system. 

According to the result and the dataset 

provided we can conclude that, all the 120 

projects required the development time is 

calculated as 680.5. while the system provides 

the 3.74% of profit in the upcoming project 

and -5.91% loss. Hence the accuracy of the 

total future forecasting rate is 86.59%. Thus 

our proposed system gives the great accuracy 

in the future prediction. 

Parameter Acquired value 

Calculated Required Time 680.5 

Total Number Of Projects 120 

Current Profit 3.74% 

Current Loss -5.91% 

Future Profit Forecasting 86.59% 

Future Loss Forecasting 24.80% 

Table 4: Result of Naïve Bayes  

 

Graph 1: Graph of future profit forecasting of the system 
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The overall effort calculation efficiency through 

the SVM algorithm gives 93.45% of accuracy 

whereas the proposed designed COCOMO 

model has higher accuracy with the 95.06%. 

4.Conclusion: 

Software Cost Estimation is a critical, effective 

process in software development and project 

management, many decisions stopped according 

to the results of the estimation, software cost 

estimation needs extra efforts and cooperation 

from the academic researchers with a help from 

the industrial software development companies 

to achieve highly trusted cost models via 

exchanging expertise, models of development in 

addition to the software engineering best 

practices applied in the industrial software 

development company and the needed suitable 

data to formulate the metrics and cost models in 

software cost estimation process. In this paper 

we design a system, we used COCOMO model 

for the cost, time and effort estimation of ASD 

(Agile software development). The advantages 

of calculating using COCOMO II with this 

application are simple data that must be 

prepared by the user, layout of calculations with 

minimum wages, and a comprehensive 

presentation of calculation results. Our 

proposed system gives the accuracy of the future 

prediction system 86.59%.  using the COCOMO 

II model the effort calculation accuracy is 

increased up to the 95.06% as compared to the 

SVM algorithm 93.45 %. In the future we will 

try to increase the accuracy of the future 

prediction of the profit and loss of the system 

more than 90% using the hybrid algorithm in the 

machine learning with the 97-98% overall effort 

calculation accuracy. 
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