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1 - Abstract
In this work, Computer-Aided Detection (CADe) and Computer-Aided Diagnosis (CADx) systems are developed and tested using the public and freely available mammographic databases named MIAS and DDSM databases, respectively. CADe system is used to differentiate between normal and abnormal tissues, and it assists radiologists to avoid missing a breast abnormality. At the same time, CADx is developed to distinguish between normal, benign and malignant breast tissues, and it helps radiologists to decide whether a biopsy is needed when reading a diagnostic mammogram or not. Any CAD system is constituted of typical stages including preprocessing and segmentation of mammogram images, extraction of regions of interest (ROI), features removal, features selection and classification. In both proposed CAD systems, ROIs are selected using a window size of 32×32 pixels, then a total of 543 features from four different feature categories are extracted from each ROI and then normalized. After that, the selection of the most relevant features is performed using four different selection methods from MATLAB Pattern Recognition Toolbox v.5 (PRtool5) named Sequential Backward Selection (SBS), Sequential Forward Selection (SFS), Sequential Floating Forward Selection (SFFS) and Branch and Bound Selection (BBS) methods. We also utilized Principal Component Analysis (PCA) as the fifth method to reduce the dimensions of the features set. After that, we used different classifiers such as Support Vector Machines (SVM), K-voting Nearest Neighbor (K-NN), Quadratic Discriminant Analysis (QDA) and Artificial Neural Networks (ANN) for the classification. Both CAD systems have the same implementation stages but different output. CADe systems are designed to detect breast abnormalities while CADx system indicates the likelihood of malignancy of lesions. Finally, we independently compared the performance of all classifiers with each selection method in both modes. The evaluation of the proposed CAD systems is done using performance indices such as sensitivity, specificity, the area under the curve (AUC) of the Receiver Operating Characteristic (ROC) curves, the overall accuracy and Cohen-k factor. Both CAD systems provided encouraging results. These
results were different corresponding to the selection method and classifier.
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3 - Introduction

Breast cancer is the abnormal growth of breast cells, which usually starts in the lobules of the inner lining of the milk ducts. Different types of breast cancer exist with different stages, truculence and genetic makeup. 10-years disease-free survival rates vary from 98% to 10% with the best treatment plan. Breast cancer treatment includes various strategies such as surgery, chemotherapy, hormone therapy and radiation. Breast cancer is still being a significant public healthcare problem among women, and it is the most common cancer around the world. The cause of this disease remains undetermined, and this makes primary prevention to be impossible. It is believed that early detection of breast cancer is the most promising way to lower the number of women suffering from it and this improves the chances to provide proper treatment options so that treatment will work with better results [2]. Among women in U.S., breast cancer is the most commonly diagnosed cancer besides skin cancer, and its death rates are the highest among other cancers besides lung cancer. In 2016, it is expected to diagnose approximately 246,660 new cases of invasive breast cancer in women, and the expected diagnosed cases of non-invasive breast cancer are 61,000 women in the U.S. Also About 2,600 new patients of invasive breast cancer in men are expected to be discovered [3]. Mammography is a particular type of radiography, using low radiation levels to acquire images for a breast to diagnose a consequent exist of abnormal structures that imply a disease like cancer. The early detection of strange mammary pathologies like nonpalpable breast masses and calcifications is extremely important for successful cure of breast cancer patients. Mammography is the standard screening tool that is used to perform the task of breast cancer detection, and it results to reduce at least 30% in breast cancer deaths in the world [4], [5]. The benefit of mammography screening has undergone some recent contention since definite evidence relating mammography with mortality may not be proven. In contrast, an Institute of Medicine Report on Mammography suggests that using mammography screening for earlier detection of breast cancer may be an important factor in decreasing mortality from breast cancer in recent years [6]. The computer-based systems may provide a second supportive alternative in detecting breast abnormalities by completing the expert knowledge of radiologists, and two may help to make concise diagnostic decisions. Computer-aided diagnosis (CAD) is a diagnostic procedure performed by the help of computer algorithms. Computerized systems for such a purpose are called CAD systems. It has been proved that the radiologist's performance in diagnosing mammography images can be increasingly improved by assisting them with the results obtained by the CAD system. Therefore, motivations become keen to develop robust CAD systems to support
radiologists’ ability in reading different mammograms accurately [7].

4 - Important contents
Recently, many CADe systems have been developed by research groups for detection and classification of breast abnormalities. In many systems, some typical stages should be performed to find suspicious breast lesions. The main steps of such a method are shown in figure 3.1. The implementation of the proposed CADe system is accomplished using digital mammograms from MIAS database. The preprocessing is the first stage of the CADe system by which the breast region is enhanced and segmented by applying image processing techniques to improve the quality and reduce the noise ratio of the mammogram. The next stage is the selection of a region of interest (ROI), where a group of suspicious ROIs are selected to further delineate or classify them as normal or abnormal lesions. The following stage is the feature extraction that aims to characterize the lesions to differentiate actual lesions from falsely detected candidates, where the selected ROI is used to calculate a set of features. After feature extraction comes to the feature selection step which is considered an essential part of any classification scheme where the success of classification task largely depends on the selected features and the extent of their role in the model. The final stage is the classification where the selected features are then inputted into a classifier.

In future work, it is imperative to continue the development of CAD systems that can contribute in the study of the breast cancer, innovating techniques capable of assisting the radiology experts and helping to reduce their subjectivity and examination time. The proposed systems are suitable to continue working on, by using datasets with a large number of samples representing different cases, including various classes of breast tissue abnormalities especially microcalcifications, extracting new powerful textural features and using more robust
classification algorithms utilizing hybrid classifiers.

We can additionally use Enhancement of Mammography Images Using Peripheral Region Equalization

5 - Conclusions

Early detection of breast cancer is of great importance to increase the survival rate and improve the chances to provide proper treatment options so that treatment will work with better results. Mammography is the gold standard tool for the early detection of breast cancer. Still, the sensitivity of mammography is usually affected by the image quality and the radiologist's level of expertise. CAD systems have been developed to support radiologists' decision and thus decreasing the false positive rate. In this study, we proposed computer-aided detection (CADe) and computer-aided diagnosis (CADx) systems. Both systems have the same implementation techniques, but each system is designed to perform a different task. CADe system is used to detect the abnormalities in breast lesions while CADx system is intended to diagnose and determine the malignancy of the suspicious breast tissues. MIAS database was used to develop the CADe system, whereas the CADx system was designed using the DDSM database. The same combination of different features extracted from each ROI was used in both CAD systems. Also, both CADe and CADx systems have the same feature selection methods and classifiers.

In almost all mammography systems, during the acquisition of a mammogram, the breast is compressed between the compression paddle and the support table then taking an image of the compressed breast tissue. Due to the forces that are applied on the upper surface of the breast by the upper plate, the deformation of the breast will happen. When compression is used, the top plate is tilted, which results in variation in breast thickness up to 2 cm from the chest wall to the breast margin. Variation in breast thickness affects image analysis by its impact on the grey level values of the image at the peripheral area of the breast, which causes changes in contrast at the breast periphery [20]. The outer space of the chest always tends to have lower intensity than the central area of the breast. So, a radiologist typically must adjust a window level setting when reading different areas of the image to assess a copy of the entire breast. This process may make only portions of the image comparable at any one window level setting and increases the time it takes to read the image especially with a massive number of patients. Peripheral equalization (P.E.) method is a dedicated image processing technique improved for mammogram enhancement. It is used to enhance the visibility of the outer area of the breast to make image features visible in both central and peripheral regions of the chest with one window level setting. The technique is also referred to as peripheral enhancement or thickness correction. Fatty tissues in the interior and outer regions of the breast have similar grey level values after equalization [19]. Figure A.1 shows an example of the process of peripheral equalization.
The peripheral enhancement technique proposed by Tao Wu et al. [8] is used as a preprocessing stage in our CAD systems. The general concept described here is to estimate the normalized thickness profile (NTP) of a breast from a mammogram image and enhance the peripheral area. The algorithm is described in detail as follows: The first step is the segmentation of a projection mammogram where segment the breast muscle or breast region from the background using adaptive threshold value computed using the Otsu thresholding. Separating a mammogram into breast and background regions can be done by Otsu’s threshold value. A segmentation image (S.I.) was generated in which pixels were assigned a first value (e.g. amount of one) in a breast region and a second value (e.g. the value of zero) in the background region. Figure A.2 shows the segmentation step by Otsu thresholding for MIAS data set.

The second step is a blurred image (B.I.) generation. In this step, a two dimensional (2D) lowpass filter (LPF) was applied to the original image in the frequency domain to obtain a blurred vision, which primarily reflected variations in breast thickness. The Gaussian low-pass filter GLPF with cutoff frequency equal to 20 was used in this study. The filter function of GLPF in the frequency domain is:

\[
H(u, v) = e^{- \frac{D(u,v)^2}{2D_0^2}},
\]

1. Multiply the input image \( f(x,y) \) by \((-1)^{x+y} \) to centre the transform.
2. Compute \( F(u, v) \), the DFT of the image from step (1).
3. Multiply \( F(u, v) \) by a filter function \( H(u, v) \).
4. Compute the inverse DFT of the result in (3).
5. Obtain the real part of the result in (4).
Multiply the result in (5) by (−1) x+y.

A perspective plot, image display of a Gaussian LPF function is shown in figure A.3.

Figure A.3: Gaussian low-pass filter GLPF. (a): Perspective plot of a GLPF transfer function (3D). (b): Filter displayed as an image (2D).
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