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ABSTRACT: 

The world is constantly changing, and vision 

helps the humans to understand the 

environmental changes over time. The 

changes can be seen by, capturing the images. 

Hence digital image plays a vital role in day 

to day life. During the process of acquisition 

of digital image, the qualities of digital 

pictures are degraded due to additive noise 

known as adaptive white Gaussian noise. 

Therefore, the major challenge of image 

denoising algorithm is to improve the visual 

appearance while preserving the other details 

of the image. For the last two decades, 

wavelet has become an elegant tool in image 

denoising techniques. Among all wavelet 

based denoising methods, wavelet 

thresholding became popular because, 

wavelet appropriately separates the noisy 

signal from the image. The wavelet 

separation leaves the coarse grain noise in 

approximation sub-band and fine grain noise 

in detail sub-bands. Therefore, in wavelet 

based thresholding methods noise in detail 

sub-bands are threshold and approximate 

sub-band noise are kept as such. Hence, the 

efficiency of all wavelet based shrinkage 

techniques depends on, the choice of 

threshold parameter, thresholding technique 

and how the noise in the approximation sub-

bands are handled. This paper presents a brief 

comparative study of denoising techniques 

proposed in the research articles based on the 

above parameters for Gaussian noise 

reduction using various wavelets transform. 

With the help of these experiments, we are 

able to identify the strengths and weaknesses 

of these methods, as well as seek the way 

ahead towards a definitive solution to the 

long-standing problem of image denoising. 

KEYWORDS: Image denoising, Image 

processing, Thresholding function, Wavelet 

transform. 

1. INTRODUCTION 

The aim of digital image processing is to 

improve the potential information for human 

interpretation, processing image for storage 

and transmission. Among the different types 

of noises, Gaussian noise is considered by 

many researchers because; Gaussian noise 

arises during acquisition due to sensor noise 

caused by poor illumination. Gaussian noise 

disturbs the grey values in digital images. 

Generally Gaussian noise is considered as 

white Gaussian noise since, in white noise 

pixels are uncorrelated and the pixel values 

are identically distributed. The general block 

diagram of image denoising is shown in 

figure 1. 

 

Fig. 0: Image Denoising 
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In figure 1, 𝑠(𝑥, 𝑦) is the original image, 

𝑛(𝑥, 𝑦) is the noise that is added (or) 

multiplied in the linear operation block to the 

original image. This produces a noisy 

image 𝑤(𝑥, 𝑦). Now the next step is to apply 

a suitable denoising technique 𝑔(𝑥, 𝑦) to 

obtain a noise free image 𝑧(𝑥, 𝑦). 

Noise is the most common problem in image 

processing. Image denoising is used to 

produce good estimates of the original image 

from noisy observations. Therefore a variety 

of methods have been proposed for image 

denoising. This includes spatial domain, 

transform domain and hybrid domain based 

methods.  

Spatial domain methods use the spatial 

correlation of pixels to suppress noise. 

Spatial domain filters are further divided into 

local and non-local filters. The local bilateral 

filter proposed by Smith & Brady [1] and 

Tomasi & Manduchi [2] considers both 

spatial and intensity information to find the 

new pixel. The extension of bilateral filter 

was introduced by Buades et al. [3], is Non 

Local Mean filter (NLM) obtained by 

replacing the point wise photometric 

distances with patch distances. The NLM 

filter estimates each pixel value based on the 

Euclidean distance between the patch 

centered on the pixel being denoised and the 

neighbouring pixel. Zhang et al. [4] proposed 

a two-direction non-local variational model 

to improve the denoising performance, but it 

was time consuming. The fast weighted 

average computation using an integral image 

for NLM filter proposed by Cheng et al. [5] 

gives better denoising accuracy. 

Transform domain methods use sparsity 

representation of image coefficients to 

distinguish the signal and noise. Among 

transform based methods wavelets 

introduced by Mallat [6] have been 

recognized as a powerful tool for analysis of 

signals and images. The wavelet transform 

based denoising schemes are broadly 

classified in to threshold based schemes and 

model based schemes. Wavelet transform are 

further classified into UDWT and DTCWT. 

UDWT in image denoising is 

computationally demanding than decimated 

transform. In undecimated transform the 

white noise in the input image remains white 

after the transform. The undecimated 

transform is shift invariant. DTCWT has both 

shift invariance and directional selectivity 

property. DTCWT has limited redundancy of 

2d for d dimension. The combination of both 

UDWT and DTCWT gives exact shift 

variance and directional selectivity, was 

proposed by Hill et al. [7]. In UDTCWT 

phase offset is required to create the filter 

bank structure. This requirement leads to 

improper alignment of basis function of each 

individual component function    with its 

parent. 

The hybrid of spatial and transform domain 

based schemes have achieved great success 

in image denoising, because it uses both the 

spatial correlation and sparsity of image. The 

most well-known adaptive denoising scheme 

is the PCA with local pixel grouping 

introduced by Zhang et al. [8]. This approach 

uses the block matching to group pixels with 

similar structures and transform them using 

PCA basis and shrinks coefficients using the 

linear MMSE estimator. PCA is also used for 

hyper-spectral images along with bivariate 

shrinkage function gives satisfactory 

denoising results with small amount of 

artifacts in the denoised image was proposed 

by Chen & Qian [9]. NLM filter in wavelet 

domain was projected by You & Cho [10], 

uses noise statistics to change the kernel 

bandwidth for every sub-band.  When NLM 

filter is applied on the approximation sub-

band to remove the noise, the NLM decay 

parameter can be analyzed to enhance the 
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performance was presented by 

Balasubramanian et al. [11]. Hence, the 

effective performance of the denoising 

technique depends, sparse representation of 

the image and correlation between the 

wavelet coefficients.  

2. RELATED WORKS 

In local denoising methods images are 

assumed to be true and noises to be spread in 

all frequencies. Gaussian noise can be 

removed, by varying the size of a window, 

based on region homogeneity was developed 

by Eom & Kim [12].  A non-local method 

proposed by Buades et al. [13, 3] is based on 

the self-similarity between image pixels and 

it is called as NLM. The noise free pixel 

intensity is computed as a weighted average 

of all pixel intensities in the given image, and 

the weights are proportional to the similarity 

between the native neighbourhood of the 

pixel and its surrounding pixels. The NLM 

filter works by comparing the grey levels at a 

single point along with their geometrical 

configuration in the whole neighbourhood. 

Salmon [14] proposed a denoising method 

using NLM, here the weight of the central 

patch was identified with the help of SURE 

and suits well for moderate noise level.  

Zhang et al. [4] projected a noise reduction 

method with the help of, similarities between 

the patches along rows and columns. Xu et al. 

[15] proposed patch based non-local self with 

previous learning phase and the denoising 

phase. NLM filter blurs the image details 

when noise level is high. Tang & Yang [16] 

introduced K-SVD combined with NLM 

filter for denoising image gives 2% extra 

performance than NLM filter. Cheng et al. [5] 

Proposed image denoising based on integral 

NLM provides denoising performance same 

as classical NLM but with computation time 

reduction. Image denoising using NLM and 

Improved Perona-Malik (IPM) denoise 

images by considering intensity values along 

with self-similarities of gradient and space 

position was proposed by Yuan [17].  

Wavelet transform have properties like 

scarcity, energy compaction and multi-

resolution structure. Due to these properties 

wavelet has obtained ample interest in noise 

elimination was addressed by Elad & 

Bruckstein [18]. Using wavelet, noise is 

taken away by killing the noisy coefficients 

with the help of threshold value, was 

proposed by Donoho & Johnstone [19]. Later 

in wavelet threshold methods, countless 

works were carried out, to find the threshold 

value was suggested by [20, 21, and 22]. The 

name of the shrinkage functions are, 

VisuShrink which is based on universal 

threshold, SureShrink is built on Stein’s 

Unbiased Risk Estimator (SURE) was given 

by Donoho & Johnstone [19] and 

BayesShrink is a data-driven adaptive image 

denoising method given by Chang et al. [23]. 

In this method the image will be divided into 

sub-bands namely LL, LH, HL and HH. The 

approximation sub-band is kept as such and 

detail sub-bands are processed. Hence in this 

approach the coarse noise is maintained in 

approximation sub-band. The NLM 

algorithm when used in wavelet domain a 

relative improvement, in shrinking of 

wavelet coefficients is obtained was stated by 

You & Cho [10]. But, all these wavelet 

methods suffer from shift invariance and 

directional selectivity. These limitations can 

be overcome by DTCWT introduced by 

Kingsbury [24]. 

All the above wavelet threshold based 

techniques eliminate noise without 

considering the inter-scale and intra-scale 

dependencies among wavelet coefficients. 

Mihcak et al. [25] projected each wavelet 

coefficients by a doubly stochastic process on 

local variance with the help of detected noisy 

data in a local neighbourhood. Formerly a 
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rough mean square error estimation process 

was used to re-establish the noisy 

coefficients. Sendur & Selesnick [26, 27] 

proposed a denoising way to estimate the 

wavelet coefficients depending on the parent 

coefficients. Shrinkage is better if the parent 

coefficient is smaller. Image denoising using 

local mixture in sparse domain provides good 

PSNR value and better visual appearance was 

addressed by Rabbani & Gazor [28]. Hybrid 

neighbourhood filter can be used to denoise 

an image with high PSNR and less 

computational time was presented by 

Hussain & Gorashi [29]).  

In transform domain, using wavelet tool to 

denoise the image by modifying the wavelet 

coefficients gives numerous artifacts in 

image, due to shift variance and poor 

directional selectivity was addressed by 

Unser [30] and Rockinger [31]. In order to 

overcome this problem, Undecimated 

Discrete Wavelet Transform (UDWT) 

proposed by Gyaourova [32] use only up-

sampling and eliminates down sampling of 

the image, produces more precise 

information to denoise the image. The 

UDWT in remote sensing image denoising 

with the help of Bayesian shrinkage obtains 

good visual quality than DWT was 

introduced by Wang & Li [33]. The problem 

with UDWT is the requirement of more 

storage space, computation. The UDWT also 

agonizes with over completeness and 

directional selectivity. This disadvantage can 

be overcome by the use of DTCWT with the 

properties of shift invariance and directional 

selectivity. Chen & Qian [9] proposed a 

method to denoise a hyper-spectral image 

along with bivariate shrinkage function and 

PCA to improvise the noise reduction.  

Achim & Kuruoglu [34] developed a 

denoising method using bivariate maximum 

a posteriori estimator. This method trusts on 

isotropic α-distribution, suffers with 

translation invariant in complex wavelet 

domain. Liu & Jiang [35] proposed a 

DTCWT based denoising algorithm, where 

the variance is valued by seeing directional 

windows on local neighbourhood. The 

outcomes specify that, this technique is 

advanced by 0.7dB PSNR than other existing 

methods. The disadvantage of this method is, 

when the real and imaginary coefficients 

relationships are altered, and then phase noise 

will be introduced. Chen et al. [36] 

introduced denoising technique with three 

scale in dual tree complex wavelet domain 

attains improved denoising performance. 

Varsha & Preetha [37] presented a denoising 

method using DTCWT, it uses generalized 

cross validation to threshold the image 

provides a better PSNR value. 

Modified threshold using wiener filter is used 

to remove the noise in the DTCWT sub band 

coefficients and it performs better than local 

wiener filter is addressed by Zhang [38]. 

Yaseena et al. [39] presented the purpose of 

this study is to compare image collision 

techniques based on real and complex 

wavelet transitions. Classical Discrete 

Waveform Transformations (DWT) has the 

potential to provide rigid and smooth limits. 

Image quality Standard 2-D DWT and 

Double-Tree Complex Wavelet Transform 

(DT-CWT) are studied and it shows that DT-

CWT improves 2-D DWT in the right choice 

of threshold. A new method of image de-

noise based on the use of median filter (MF) 

is presented by Ramadhan et al. [40]. 

Wavelet transforms on work frequencies of 

sub-bands divided by image are a powerful 

method for analyzing images. Accordingly 

experimental work shows that the proposed 

method yields better results than using only 

median filter only. The method proposed by 

Gajbhar and Joshi [41] involves the use of 

triple half-band Optimization of free 

variables obtained using Filter Bank and 
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Factorization to create a two-tree filter of the 

generalized half-band polynomial DTCWT. 

The wave functions associated with these 

trees show good analysis in terms of 

qualitative and quantitative measures. 

Hill et al. [7] presented a new transform 

named as UDTCWT, in this transform the 

resolution of the sub-band image is same the 

image with shift invariance. This transform 

also has a one-to-one relationship between 

co-located coefficients in all sub-bands and 

the image pixels. By using UDTCWT along 

with bivariate shrinkage using Cauchy model 

provides improved denoising enactment. The 

problem with UDTCWT is the phase offset 

requirement during the creation of filter bank 

structure. Hence an improper alignment of 

parent with its wavelet coefficients exists.  

From the detailed study from the existing 

methods, that need attention for improving 

the denoising performance is divided in to 

three factors. First one is the selection of 

threshold value, since threshold plays the 

major role to make the denoised signal to fit 

the input level. Secondly, self-similarity 

between image pixels and inter-scale 

dependencies between wavelet coefficients 

have to be considered while threshold 

estimation. Third one is the lack of spatial 

and sub-band adaptivity of the denoising 

techniques. All the above mentioned factors 

are addressed by Vijayaraghavan & 

Laavanya [42-45] for image denoising using 

various wavelet transforms is discussed in the 

below section. 

3. WAVELET TRANSFORM AND ITS 

APPLICATION TO IMAGE 

DENOISING 

3.1. Locally adaptive window maximum 

likelihood and non-local means filter 

In this section a statistical model based 

denoising scheme is presented in wavelet 

domain. Here, the inter-scale dependency of 

the transform coefficient is considered in the 

modelling process, hence this method has 

sub-band adaptivity. Further the self-

similarity between image pixel are also 

considered to enhance the denoising 

performance. 

In this approach the denoised wavelet 

coefficients are obtained by using a statistical 

model, for estimating the threshold value. 

Under this framework, noise variance is 

computed by robust median estimator and 

signal variance is estimated using a 

Maximum Likelihood (ML) estimator 

through all scales of sub-band. Using the 

information of noise variance and signal 

variance, each wavelet coefficient is 

shrinkage with different threshold value. 

Therefore, the presented method has sub-

band adaptivity. Non Local Mean (NLM) 

filter is employed to further improve the 

denoising performance. 

Here, inter-scale dependency of transform 

coefficient using ML estimator incorporated 

with non-local mean filter is presented. This 

scheme is simple and computationally 

efficient with better performance. 

3. 2. Real oriented 2-D DTWT with non-

local means filter  

Here scale dependent soft thresholding multi-

resolution technique with noise variance 

estimation for denoising images is presented. 

In this method, self-similarity between 

wavelet coefficients is considered to denoise 

effectively by preserving the image details 

than DWT. 

The RDTWT based denoising method 

presented here, is an extension of wavelet 

based denoising techniques. The RDTWT 

has six orientations and can be implemented 

using two real separable 2D wavelet 

transforms in parallel. RDTWT is used to 

represent the 
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image sparsely with directional selectivity. In 

order to, average out the noise effectively 

NLM filter is used.  NLM calculates the pixel 

weights of the image by considering all 

possible self-similarities of the image. Since 

NLM cares only self-similarity measure the 

key to the unification of universal measure is 

to use soft thresholding rule. Finally denoised 

image is reconstructed from the modified 

wavelet coefficients. 

3. 3. DTCWT and non-local mean filter 

with Visushrink  

The major problem with threshold based 

methods is the choice of suitable threshold 

value. If threshold value is small, then noisy 

coefficients are surpassed. Conversely large 

threshold value makes more number of the 

wavelet coefficients as zero. In previous 

work, RDTWT has been used which has 

approximate shift invariance. The RDTWT 

imaginary coefficients are not considered. 

But, in DTCWT both real and imaginary 

coefficients are considered. Therefore, the 

combination of Dual Tree Complex Wavelet 

Transforms (DTCWT) and Non-Local Mean 

(NLM) filter along with VisuShrink for 

image denoising is presented.  

Noise is the integral part of image processing 

applications. Hence noise has become the 

paramount concern. The presented method is 

very simple and elegant one by using 

DTCWT since, it has the properties of shift 

invariance and directional selectivity with 

limited redundancy. Here self-similarity 

between the sub-band coefficients are taken 

into account to reduce the low frequency 

noise. This reduction in noise is done by 

using NLM filter. To obtain a smooth 

denoised image with good visual appearance, 

each wavelet coefficient is thresholded using 

VisuShrink function. 

3. 4. Undecimated DTCWT and principal 

component analysis 

An efficient sub-band adaptive denoising 

scheme using Undecimated Dual Tree 

Complex Wavelet Transform (UDTCWT) is 

presented. In this approach the parent (LL 

sub-band) and its wavelet coefficients are 

aligned properly using PCA. PCA projects 

the variance of wavelet coefficients in 

specific direction. The noise variance is 

estimated using robust median estimator. The 

presented scheme is sub-band adaptive 

because the signal variance is estimated by 

using a ML estimator through all scales of 

sub-bands and for each wavelet coefficient 

the signal variance is varied. Finally, each 

denoised wavelet coefficient is estimated 

using minimum mean square error function. 

The effectiveness of the denoising 

performance depends on three factors. One is 

the efficient representation of noisy image 

with improved directionality and shift 

invariance, second one is to get compaction 

of signal energy in few principal components  

and the third one is the efficient computation 

of the signal and noise variance. In this work 

the first requirement is met using UDTCWT, 

the second one by using principal component 

analysis and the third one is by using locally 

adaptive window maximum likelihood 

estimator on the magnitude of wavelet 

coefficients. 

4. COMPARISION OF FOUR 

DENOISING APPROACHES IN 

WAVELET DOMAIN  

The performance of the presented methods is 

compared based on PSNR value, MSSIM, 

SSIM index map and by visual quality. The 

Lena, Boat, Barbara are the test images taken 

for simulation with size 512 × 512. 

The comparison of PSNR value is shown in 

table 1. From the table 1, it can observe that 

the presented scheme-1 which is based on 

wavelet domain using NLM filter as post 
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processing filter provides better denoising 

performance only when noise level is low. 

The scheme-2 is in real dual tree wavelet 

domain performs better than discrete wavelet 

domain in quantitative analysis but it fails in 

visual quality. The third scheme is in 

DTCWT domain using VisuShrink, it gives 

competitive performance than discrete 

wavelet transform and real oriented dual tree 

due to the properties of approximate shift 

invariance and directional selectivity. The 

denoising ability can improvised if the 

transform has the advantage of both DTCWT 

and UDWT. One such transform is 

UDTCWT; this transform is used in the 

scheme-4 along with PCA using LAWML 

shrinkage function to give better denoising 

performance. The graphical comparison of 

PSNR values of Lena, Boat and Barbara are 

shown in figures 2, 3 and 4. 

In general image quality measurement is 

related to image similarity measurement. 

Therefore, image quality of the presented 

methods is compared using mean Structural 

Similarity Index (SSIM). SSIM depends on 

the structural information from the view 

point. Hence, if change in structural 

information is found between distorted and 

original image that could be a distortion of 

the perceived image. SSIM is a full reference 

parameter. SSIM is a good metric than PSNR 

due to inconsistent with human visual 

perception. SSIM measures the structural 

information along with perceptual 

information’s like luminance and contrast 

masking. Further the MSSIM gives better 

consistency with qualitative visual 

appearance.  

MSSIM measure for all the presented 

methods are shown in table 2. It is clear from 

the table 2 that among the presented methods 

UDTCWT along with PCA and LAWML 

shrinkage functions gives better visual 

quality than other methods. This is because, 

UDTCWT has exact shift variance, good 

directional selectivity and along with PCA 

has the ability to maximize the wavelet 

energy of the sub-band. The graphical 

comparison of MSSIM measure for Lena, 

Boat and Barbara are shown in figures 5, 6 

and 7. 

To emphasize the visual quality of the 

denoised images of all four methods, images 

like Boat, Barbara and Lena for noise level 

25 are shown in figures 8, 9 and 10. All 

comparison ensures that denoising using 

UDTCWT-PCA is better in high noise 

environment than other denoising techniques. 

Table 1: Comparison of PSNR values of 

the four denoising methods 

Denoisin

g  

Methods 

σ

n 

LEN

A 

BOA

T 

BARBA

RA 

SCHEME

_1 

1

0 
34.80 32.40 32.74 

1

5 
33.05 30.71 30.53 

2

0 
31.75 29.47 29.00 

2

5 
30.67 28.44 27.75 

3

0 
29.81 27.59 26.92 

SCHEME

_2 

1

0 
33.46 31.72 31.36 

1

5 
31.38 29.65 29.05 

2

0 
29.82 28.22 27.44 

2

5 
28.01 27.09 26.25 

3

0 
28.71 26.12 25.30 

SCHEME

_3 

1

0 
33.80 30.74 30.59 

1

5 
32.23 29.15 28.38 
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2

0 
30.97 28.00 26.93 

2

5 
30.03 27.16 25.84 

3

0 
29.34 26.47 24.91 

SCHEME

_4 

1

0 
35.05 32.91 33.31 

1

5 
33.21 30.75 31.08 

2

0 
31.80 29.54 29.57 

2

5 
30.75 28.49 28.58 

3

0 
29.77 27.75 27.55 

 

Fig. 2: PSNR values of four denoising methods of Lena image 

 

Fig. 3: PSNR values of four denoising methods of Boat image 
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Fig. 4: PSNR values of four denoising methods of Barbara image 

Table 2: Comparison of MSSIM values of the four denoising methods 

Denoising 

Methods 
σn LENA BOAT BARBARA 

SCHEME_1 

10 0.8757 0.8469 0.9144 

15 0.8751 0.8149 0.8845 

20 0.8467 0.7859 0.8531 

25 0.8160 0.7576 0.8214 

30 0.7872 0.7282 0.7954 

SCHEME_2 

10 0.8733 0.8486 0.8904 

15 0.8146 0.7847 0.8297 

20 0.7550 0.7252 0.7696 

25 0.6978 0.6685 0.7101 

30 0.6385 0.6147 0.6562 

SCHEME_3 

10 0.8804 0.8023 0.8672 

15 0.8576 0.7597 0.8135 

20 0.8350 0.7237 0.7695 

25 0.8171 0.6959 0.7322 
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30 0.8009 0.6725 0.6942 

SCHEME_4 

10 0.9042 0.8601 0.9169 

15 0.8766 0.8232 0.8865 

20 0.8456 0.7897 0.8578 

25 0.8156 0.7564 0.8293 

30 0.7947 0.7282 0.8045 

 

 

Fig. 5: MSSIM values of four denoising methods of Lena image 

 

Fig. 6: MSSIM values of four denoising methods of Boat image 
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Fig. 7: MSSIM values of four denoising methods of Barbara image 

 

           
                                         (a)                                                                 (b) 
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                                          (c)                                                                (d) 

 
(e) 

Fig. 8: Denoised image of Boat at noise power level σ = 25  

(a) Noisy image, (b) Scheme-1, (c) Scheme-2,  (d) Scheme-3, (e) Scheme-4. 

        
                                           (a)                                                             (b) 
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                                           (c)                                                             (d) 

 
(e) 

Fig. 9: Denoised image of Barbara at noise power level σ = 25  

(a) Noisy image, (b) Scheme-1, (c) Scheme-2,  (d) Scheme-3, (e) Scheme-4. 
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                                           (a)                                                             (b) 

       
                                           (c)                                                             (d) 

 
(e) 

Fig. 10: Denoised image of Lena at noise power level σ = 25  

  (a) Noisy Image, (b) Scheme-1, (c) Scheme-2,  (d) Scheme-3, (e) Scheme-4. 

5. CONCLUSION 

The main aim of this paper is to study various 

wavelet shrinkage based image denoising 

techniques. Therefore this article presents a 

comparison between DWT, RDTDWT, 

DTCWT and UDTCWT based image 

denoising methods accompanied by the 

metrics PSNR, MSSIM and SSIM index 

map. 

The first scheme is based on shrinkage 

scheme based minimum mean square 

estimator. Here MMSE depends on the noisy 

coefficient, its parent coefficient, noise 

variance and signal variance. Also NLM 

filter is used as a post filter that, takes the 

high degree of redundancy to enhance the 

denoising performance. The main advantage 

of the denoising method is sub-band 

adaptivity. The first scheme gives a satisfying 
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result in both numerical and visual aspects. 

The second scheme uses RDTDWT, it takes 

the advantage of redundancy present in low 

pass sub-band using NLM filter to suppress 

the low frequency noise. Also threshold value 

is estimated using robust median estimator 

and soft shrinkage is done on each 

coefficients, through all scale of sub-bands. 

The sub-band are processed separately in a 

loop that gives the presented scheme is a 

scale dependent denoising technique. The 

second scheme is potentially better than 

DWT based techniques because this scheme 

has approximate shift invariance. 

The third scheme is based on DTCWT and 

VisuShrink shrinkage function is used to 

remove the noisy coefficient. The main 

modification is the noisy wavelet coefficient 

is computed for each scale and sub-band that 

gives sub-band adaptivity. The second 

scheme is better in noise reduction without 

loss of image details. 

The fourth scheme uses UDTCWT that has 

shift invariance and directional selectivity 

property. In this wavelet theory wavelet 

coefficients and its parent are not in proper 

alignment. To resolve this problem, PCA is 

used. PCA maximizes the variability of the 

projected data in specific direction. Also the 

wavelet coefficients are shrinkage using 

LAWML shrinkage function. Here the 

shrinkage is done by processing each sub-

band separately in a loop. The performance is 

measured in terms of PSNR and visual 

quality.  

All the four denoising techniques were 

developed within the wavelet transform 

framework. The performance of denoising 

methods depends on sparse representation, 

decomposition level, threshold value, 

shrinkage technique, redundancy between 

wavelet coefficients and sub-band adaptivity. 

Among the four denoising techniques 

UDTCWT based denoising scheme better 

preserve the details of the image by removing 

noise than other wavelet transforms. 
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