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Abstract—This paper describes the curriculum of the three 

year IT undergraduate program at La Trobe University, and the 

faculty requirements in designing a capstone subject, followed by 

the ACM’s recommended IT curriculum covering the five pillars 

of the IT discipline. Cloud robotics, a broad multidisciplinary 

research area, requiring expertise in all five pillars with 

mechatronics, is an ideal candidate to offer capstone experiences 

to IT students. Therefore, in this paper, we propose a long term 

master project in developing a cloud robotics testbed, with many 

capstone sub-projects spanning across the five IT pillars, to meet 

the objectives of capstone experience. This paper also describes 

the design and implementation of the testbed, and proposes 

potential capstone projects for students with different interests. 

Keywords—cloud robotics; networked robotics; Internet of 

Things; capstone projects; IT education 

I.  INTRODUCTION 

A. Capstone Subject 

As defined by the FSTE (Faculty of Science, Technology, 
and Engineering) at La Trobe University, a capstone is a 
culminating subject within the final year of a discipline course. 
A capstone subject provides opportunities for students to 
synthesis and demonstrate discipline knowledge acquisition of 
graduate capabilities, employment skills and areas of learning 
acquired during their undergraduate degree [1]. At La Trobe 
University, Information Technology is a three year 
undergraduate degree with a strong focus on work integrated 
learning [2]. Students are required to complete at least one 
capstone subject in the final year. The design of a capstone 
subject is the responsibility of the capstone subject coordinator; 
guidelines for this are provided by the faculty. Most of the 
design guidelines are assessment related. The design 
requirements unrelated to assessments are given as follows. 

 a capstone subject must be designed to be authentic 
within the discipline, often through the use of real-
world problem solving; and 

 integrate relevant subject elements especially where 
these are delivered in different subjects. 

In the next section we will discuss the IT curriculum and 
explain how cloud robotics as final year projects meets the 
above design requirements well. 

B. IT Curriculum 

The IT curriculum at La Trobe University is ACS 
(Australian Computer Society) accredited, and follows the 
latest 2008 curriculum guidelines for undergraduate degree 
programs in IT, recommended by the ACM (Association for 
Computing Machinery) [3]. The ACM report was an extensive 
undertaking, with direct contribution by over thirty people and 
widely reviewed by academics and practitioners. According to 
this report, the academic discipline of IT can well be 
characterized as the most integrative of the computing 
disciplines. The depth of IT lies in its breadth: an IT graduate 
needs to be broad enough to recognize any computing need and 
know something about possible solutions. The IT graduate 
would be the one to select, create or assist to create, apply, 
integrate, and administer the solution within the application 
context [3]. This report also suggested the five pillars of the IT 
discipline: 

1. programming  
2. networking 
3. human-computer interaction 
4. databases 
5. web systems 

The five pillars should be built on a foundation of 
knowledge of the fundamentals of IT. Overarching the entire 
foundation and pillars are information assurance and security, 
and professionalism. 

Fig. 1 depicts the IT curriculum at La Trobe University. It 
consists of four fundamental IT subjects, two or more subjects 
in each of the five pillars, one subject in Information and IT 
security, one subject in Professional Development, electives, 
industry based learning, minor and major projects. The final 
year one semester project has been chosen as the capstone 
subject for the degree. 

Cloud robotics, coined by James Kuffner of Google in 2010 
[4], aims to remove conventional limitations and introduce 
greater capabilities through applying the benefits of cloud 
technology to robotics and automation. Any application of 
cloud robotics requires in-depth understanding and integration 
of all five pillars of the IT discipline with mechatronics. IT’s 
broad nature makes cloud robotics an ideal candidate to 
become an IT capstone. This paper proposes to develop a cloud 
robotic testbed as a long term master project, with many sub- 
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Fig. 1. Curriculum of La Trobe University’s Bachelor of Information Technology. 

projects offered as capstone projects to final year IT students. 
Through the capstone experiences, students will develop 
expertise in their areas of interests. At the same time, working 
on a project as part of a larger project with a common theme 
will help students understand the bigger pictures, as well as the 
connections of the pillars, and current and emerging IT 
technologies. 

The cloud testbed has been constructed for both teaching 
and research purposes. Its requirements: 

 Low cost: Components should be open-source, off-the-
shelf, and inexpensive. 

 Flexible: Various types of hardware and software 
should be easily integrated into the testbed.  

 Adaptable: The testbed should be able to accommodate 
various networking methods and protocols. 

 Accessible: The testbed should be comprised of 
relatively common components so as not to complicate 
any results produced. 

Open source software, off-the-shelf electronic and 
mechanical components, DIY robotic kits, open source system-
on-a-chip (SoC), low cost wireless communications 
components such as Wi-Fi and ZigBee, and low cost mobile 
devices, have gradually become commodities in the 

marketplace and readily available through online shops around 
the world. This continuous downward trend on pricing has 
made the development of such a cloud robotics testbed 
affordable and attractive from an educator’s perspective. 

II. CLOUD ROBOTICS 

Traditional robotics was characterised by computerised 

systems of sensors and actuators performing various functions, 

facilitated by onboard computation, programming and data 

storage. These robots usually have limited capabilities, operate 

as standalone machines, and lack the ability to network with 

other devices. As such, a solution was proposed in the form of 

networked robots. The IEEE Robotics and Automation Society 

defined "networked robot" as a robotic device connected to a 

communications network such as the Internet or LAN [5]. With 

this extended connectivity, the functionality of robots extended 

to tasks no single robot could accomplish.  

Networked robots have significant advantages as any single 

robot has access to the computational power and data storage 

of the entire network of robots resulting in improved task 

efficiency. A major advantage is that sensor data of every 

device in the network can be shared [6]. Networked robots are 

likened to animals working in groups, enabling behaviours far 

more complex and intelligent than is possible by any 

individual. 
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The modern trend of cloud computing adds another 
dimension to networked robotics. Cloud computing is a term 
used to refer to the use of modern networking resources to 
develop dynamic computing solutions by reducing limitations 
in areas such as data storage and computational power. This is 
accomplished through interaction with a significant number of 
computers and servers, often represented by virtual hardware, 
which introduces benefits such as reduced costs in electricity 
and network bandwidth [7]. Enabling robots access to these 
cloud computing resources led to the development of cloud 
robotics. With cloud computing providing computing resources 
on demand, robots would have the option of offloading 
computationally intensive tasks to these resources.  

Robots with access to the cloud no longer require expensive 
processors for heavy computations as they can be offloaded. 
Operations like image processing, voice recognition, 3D 
mapping or other uncertainty-plagued tasks can use parallel 
processing in the cloud and the results returned to the robot. In 
addition, tasks such as motion planning [8] and control [9] can 
also be performed in the cloud. All these strategies result in 
lower power consumption and lighter hardware requirements.  

Goldberg and Kehoe [10] identify further potentials of 
cloud robotics: 

 Access to global libraries of images, maps and object 
data 

 Robot sharing of outcomes, trajectories and dynamic 
control policies 

 On-demand human guidance 

Going beyond relational databases, through the cloud a 
robot has access to ever-growing datasets of images, maps and 
object data, also known as “Big data” [11]. With access to such 
extensive data, a variety of applications are possible. One 
example is the use of cloud datasets to facilitate robot grasping 
[12], a task which requires extensive data on objects, their 
features and how to manipulate them. Since a robot could be 
asked to grasp any object, access to the cloud gives the robot 
access to constantly updated object and grasp data. This 
operation is further enabled by the parallel processing 
capability of cloud computing to evaluate algorithms and 
determine optimal grasps. In particular, parallel processing is 
advantageous in situations with shape uncertainty. 

As robots or other devices and systems perform operations, 
their results become accessible to other devices through the 
cloud. This opens the possibility of learning new functions and 
capabilities based on successfully performed operations by 
other robots. Extending the grasping example, a successful 
grasp on a particular object performed by another robot can be 
downloaded and performed in the same context removing 
uncertainty and the need to employ intensive computations. 
Path planning is another suitable candidate as robots can use 
paths previously determined as successful. This concept of 
shared capabilities and robot learning provides a significant 
advancement in robot development. 

Goldberg and Kehoe [10] suggest a crowdsourcing 
situation where, in particular situations, robots seek the 

assistance of humans. This enables human intervention on 
tasks that may require human intuition or complex decision-
making. This is particularly relevant to dynamic environments 
in which robots often encounter difficulties. Questions arise 
about which events require human guidance; however, it is 
evident that this ability is a desirable consequence of cloud 
robotics. 

Furthermore, crowdsourcing enhances human-robot 
interaction, an area of increasing relevance as interest in 
service robots and the Internet of Things (IoT) [13] continues 
to grow. Rusu et al. [14] developed a service robot system, 
based on ubiquitous computing, designed to operate in a 
kitchen and perform common human tasks. This system is 
characterised by distributed and embedded computing devices 
throughout the environment, such as Radio Frequency 
Identification (RFID) tags, which allow the robot to identify 
objects.  

The desirability of affordable robotic devices with 
consistently supported software, in addition to the current trend 
of enabling most electronic consumer products with network 
connectivity, will result in a portion of the IoT consisting of 
robots [15]. Coordinated interaction between IoT and cloud 
robots could include utilization of data from environmental 
sensors to achieve the localization of a robot with no onboard 
sensors [16]. IoT architecture and Machine to Machine (M2M) 
communication will enable cloud robotics to perform many 
tasks with minimal human interaction [17]. Consider a scenario 
in which a cloud robot identifies a faulty component, which is 
then automatically printed by a nearby 3D printer and finally 
installed by the human user in a similar fashion to Swedish 
furniture. 

It has become apparent that a number of current and 
emerging technologies, such as big data, IoT, M2M, wireless 
sensor networks, mesh networking, mobile computing, and 
cloud computing, etc are converging at a fast pace, enabling. 
innovative applications in multiple industries, such as health, 
manufacturing, farming and agriculture. It is also not difficult 
to imagine one day a human-robot social network making new 
things and doing fun things together. 

Two state-of-the-art cloud robotics developments worth 
mentioning are Willow Garage and Google cooperating on 
porting Willow Garage’s Robot Operating System (ROS) to 
Android devices enabling the development of robots that could 
interact with the cloud [18] and RoboEarth.org creating a 
database of reusable skills thus facilitating one of the key 
concepts of cloud robotics [19, 20]. 

III. CLOUD ROBOTIC TESTBED DESIGN 

Cloud robotic systems are complex entities requiring 
multiple elements and layers for operation. The client-server 
system architecture, illustrated in Fig. 2, indicates the cloud is 
the central component through which communication and 
access requests are made. Furthermore, it must be capable of 
extensive computations and hold data to be shared amongst 
robots and users. Design and implementation of a highly-
available cloud platform, using open source software such as 
OpenStack [21] or Proxmox [22], to support our cloud robotics 
research are ideal capstone project topics.  
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Fig. 2. Client-server cloud robot architecture. 

An open source Apache web server satisfies the 
requirement of accessibility, providing avenues for 
communication such as an API or web service. Furthermore, it 
is accessible by any device with Internet capabilities, extending 
access beyond PCs or robots to other embedded devices such 
as smartphones. Design and building additional web services 
and applications for increased cloud functionality are also ideal 
capstone projects. For the testbed to be operated on common 
platforms and simplified for users, MySQL [23] and Structured 
Query Language (SQL) were selected. 

To allow multiple robotic platforms to perform within the 
testbed, Chen and Bai [24], Johnson et al. [25], and Kato et al. 
[26] demonstrated intermediate platforms within the cloud to 
track and manage all the robots in operation. The robot 
manager performs this function. It provides task management 
capabilities if necessary, such as coordinating multiple robots 
for a single service, however, in simple operation it acts as the 
interface between the cloud and robotic devices. 

In this model, the cloud is a server to which robot clients 
must connect. A resource-based architecture was ideal to abide 
by Service-Oriented Architecture (SOA) design. This meant 
robot clients must be abstracted into resources accessible by the 
server. However, the question arose as to the level of 
abstraction necessary for this project. For example, a robot 
could simply be presented as a device with the capabilities of 
proximity detection and motion, or it could be presented as 
multiple sensors and motors, each with its own functions. 
Alternatively, if grouping of sensors is desired then it may 
occur at different levels such as grouping all infrared sensors 

together and all ultrasonic sensors together or grouping sensors 
according to their location on a device. It was decided that, in 
order to enable this architecture to operate with differing 
hardware platforms, resource abstraction should occur on the 
robot before notifying the server. Presenting each robot as a 
single resource, while significantly reducing complexity in the 
system, would limit functionality and flexibility as users could 
not take advantage of individual sensors or robot capabilities. 
As a result, in this project, each individual robotic component 
is considered a resource.  

In a similar manner to resource abstraction, control 
operations may differ on different devices due to various 
hardware configurations. It was decided that control would be 
performed on the robot itself.  

The front-end of the system enables users to access the 
testbed. For experimentation, user interaction is necessary as 
opposed to simply viewing the system. A user-facing API was 
desirable as provides an interface for researchers to build 
applications upon the resources within the testbed. This API 
was to be built upon a web service framework. 

A. Robot Setup 

Initially there are two robots, of varying configuration and 
different levels of capabilities, in the testbed, but these will 
grow. The first robot built consists of multiple sensors to 
identify its surrounding environment. These components are 
placed in a configuration upon the chassis, consisting of motors 
for robot motion. The array of sensors selected was to 
demonstrate both operation of a multi-sensor robot and to show 
integration of multiple types of sensors into this system. As 
indicated in Fig. 3, three types of sensors were chosen: 

1. Inertial Measurement Unit (IMU): IMUs are available 
with various components such as an accelerometer, 
gyroscope and magnetometer. This is useful for 
determining the location and orientation of a robotic 
platform. 

2. Infrared (IR): These proximity sensors emit a beam of 
light which reflects off any object in its line of sight to 
a receiver. IR sensors were placed at the front-left and 
front-right of the robot. 

3. Ultrasonic: Another type of proximity sensors that emit 
an ultrasonic pulse which bounces off objects and 
returns to a receiver. An ultrasonic sensor was placed 
centrally at the front of the robot. 

The second robot has no proximity sensors but, other than 
motors for motion, only has an IMU to identify its location and 
orientation. The inability to identify its environment through 
interpretation of sensor data causes it to be completely reliant 
on information received from the cloud. In this system, robots 
of this kind may function, provided there is another source 
relaying data of the surroundings, such as another robot with 
proximity sensors or an online map. 

Both robots followed the same basic design. The first step 
was building the chassis followed by installing the Raspbian 
operating system [27] on the Raspberry Pi [28]. Subsequently, 
the GertDuino expansion board [29] was initialised and 
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Fig. 3. Robot configuration 

interfaced with the Raspberry Pi through serial communication. 
Then the Ardumoto motor shield [30] was connected and 
control of the motors was established. Finally, the sensors were 
configured and calibrated to provide accurate measurements. 

As IT capstone projects, mechanical design of robots is not 
the main focus. Project students are given the flexibility to 
design and buid their own robots, or to hack and modify those 
remote control toy cars, trucks, or tanks. The testbed will 
consist of an army of different types of robots, which may have 
similar or different designs and functionalities, working 
together to achieve certain purposes. In addition to the two 
basic robots, as shown in Fig. 4, one student has built a two-
wheeled self-balancing robot; and another has hacked a low 
cost remote control toy racing car. These robots are very 
different in design and require different control algorithms. 
However, similar to the two basic robots, they are also 
controlled by a Raspberry Pi and Arduino. We have found that 
hacking low cost remote control cars is an attractive option for 
students. There are many toy cars with creative and interesting 
designs available in toy shops or supermarkets. Students enjoy 
the work involved in hacking and controlling them with their 
own systems.  

B. I/O Expansion 

The GertDuino board is an expansion board to interface 
between the Raspberry Pi and Arduino Uno compatible shields. 
It contains two microcontrollers: the Atmega328, the same 
microcontroller as the Arduino Uno, and an Atmega48.  

This expansion board increases the current capabilities of 
the Raspberry Pi as it provides access to an Analog-to-Digital 
Converter (ADC), for 6 analog inputs, and 14 digital outputs, 
of which six can be used for pulse width modulation (PWM) 
output. Additionally, the GertDuino enables interfacing with 
established Arduino hardware and software and the extensive 
Arduino community. 

Using a custom version of AVRDUDE provided by Gordon 
Henderson, the Atmega328 microcontroller was configured to  
 

 

Fig. 4. Robot 1 and robot 2. 

run at 16MHz to enable compatibility with the Arduino Uno 
[30]. With initial setup complete, it was possible to program 
the Atmega328 through the Arduino IDE on the Raspberry Pi. 
However, the program would run independently of the 
Raspberry Pi.  

To take advantage of the capabilities of the Raspberry Pi 
and any connected Arduino shields, communication is required 
between the devices. Through the GertDuino, a serial 
connection between the Raspberry Pi and Atmega328 was 
established [28, 32, 33]. The Atmega328 was programmed 
using the Arduino Serial library and the pySerial package for 
Python 2.7. With the motors and sensors configured, it was 
possible for the Raspberry Pi to control the motors and receive 
sensor data.  

C. Networking and Communications 

To initiate wireless communication, Universal Serial Bus 
(USB) Wi-Fi dongles were used for both robots and individual 
static IP addresses configured for each robot. This provided 
LAN and Internet access to the robots, and allowed for a virtual 
network computing (VNC) server to be set up on each 
Raspberry Pi. The VNC server allows a PC wireless access to 
the robots and removes the need for peripherals, such as a 
monitor or keyboard. Changes in software and control can be 
performed remotely, significantly easing testing and 
operations. TightVNC software was used to set up both the 
VNC servers on the robots and the client on the PC [34]. 

With Wi-Fi setup on each robot, the testbed allows students 
interested in networking to experiment with MANET (Mobile 
Ad Hoc Network) and VANET (Vehicular Ad Hoc Network), 
and wireless mesh network routing protocols such as OLSR, 
Batman, and Babel. Other wireless communications 
technologies, such as IPv6 over Low power Wireless Personal 
Area Networks (6LowPan) and the IEEE 802.15 ZigBee 
networks, also have roles to play in Cloud Robotics. Other 
potential capstone projects include design, implement, and 
evaluate Voice over IP (VoIP) and video streaming 
technologies over different network environments. An example 
of such applications can be found in [35]. Students will 
develop their own communication systems using the same core 
VoIP technology, but with their own creative design of 
graphical user interfaces for remote control using a web 
browser and/or an Android tablet or phone. 
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D. Cloud Infrastructure 

To support the long term development of the testbed, the 
open source cloud platform OpenStack, was specifically 
designed as part of the whole project. The whole platform has 
been setup in La Trobe University’s Internetworking lab [36]. 
The cloud computing platform leverages the power of 
virtualization and redundancy to provide highly available 
computing infrastructure to multiple robots, and host all the 
required backend systems and services. The platform also 
provides varieties of robots an ideal, centralized data storage 
platform for communication and cooperative control.  

The infrastructure includes a number of Cisco 2801 routers, 
Cisco 2960 switches, Cisco Aironet access points, Cisco 
Catalyst 3750 series wireless LAN controllers, purpose built 
Intel i-7 servers with a minimum of 24GB of RAMs, and 
QNAP TS-410 1U Networked Storage Servers (NAS). 
Networking Students are involved in aspects of the design, 
setup, and evaluation of high available network and cloud 
infrastructures to support the testbed. 

E. Programming and Control 

Within the proposed architecture, there are two key 
interfaces where connectivity and communication are required: 
the cloud-user interface and robot-cloud interface. A client-
server model was selected for interaction throughout the 
architecture with the cloud acting as centralised servers and the 
robots being clients. At the other interface, the users would act 
as clients to the cloud server. This forms the basis of 
communication as, for this testbed operation, a connection with 
the cloud is essential for each device and is the most suitable 
with a limited number of devices. For further development, 
with a greater number of robots, a peer-to-peer topology could 
be established with modest effort. In a similar scenario, a 
publish-subscribe communication model could be presented. 
The HTTP protocol is used for data and message transfer in 
API and web application development, largely due to its 
relative lack of restrictions [37]. In API development, there are 
two widely used frameworks for using HTTP, REST and 
SOAP [38]. REST is able to communicate through multiple 
data formats, while SOAP uses a standard format in XML. In a 
comparison of JSON and XML, JSON was found to be ideal 
for this type of project as it is populated with resource limited 
devices [39]. Hence JSON was used for data transfer 
throughout this project; and consequently the REST framework 
was implemented for an API between the cloud and users. In 
addition, it allowed a web service to be stateless meaning client 
requests had to be explicit and URIs had to provide a 
comprehensive method of resource identification. Using 
similar technology, the Robot-Cloud interface was designed as 
a web service on the server side to provide connections to the 
robot clients. For programming students abundant capstone 
opportunities are available in areas such as API development, 
mobile app development, web services and cloud based control 
algorithms. 

IV. CONCLUSION 

This paper described the curriculum of the three year IT 
undergraduate program at La Trobe University, and the 
faculty’s requirements in designing a capstone subject. As the 

broadest and most integrative of the computing disciplines, 
ACM recommended the five pillars of the IT discipline. We 
have proposed to develop a cloud robotics testbed, as a master 
project, with many capstone sub-projects spanning across the 
five pillars. We have presented the initial design and 
implementation of the testbed, which will continue to offer 
abundant opportunities to students to gain valuable capstone 
experiences. 
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