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Abstract
Brain tumor diagnosis has evolved as a very critical need in current medical diagnosis. Early diagnosis of tumor detection is an important need for the primitive treatment of brain tumor patient increasing the survival rate of patient. MRI diagnosis of brain tumor for cancer treatment is a large processing due to volumetric content of scan sample. The processing of clinical data is large and consumes a high processing time. Hence, the need of early diagnosis and proper segmentation of brain tumor region is in need. This paper outlines a review on the developments of MRI sample processing for early diagnosis for brain tumor glioma diagnosis using deep learning approach. The advantage of learning capability and finer processing efficiency has gained an advantage in MRI image processing, which enable a better processing efficiency and accuracy in early diagnosis. Deep learning approach has shown a benefit of image coding based on selective features and state of art processing in diagnosis. The evaluation objective of the MRI sample processing has shown a better accuracy than the comparative existing approaches. The recent trends, the advantages and limitation of the existing approach for MRI diagnosis is outlined.
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1. Introduction

Cancers are developed as a uncontrolled and unnatural development of cells in a part of body region. The development of three cells in brain region is termed as brain tumor. Brain tumor is detected as the most critical among all cancer types [1]. Based on the origin of tumor are defined as primary or metastatic tumor. Wherein primary tumors are developed from the cell tissues, metastatic cells are developed from other body part region and spread into the body region. Gliomas are generated from the glial cells in the brain. The glioma tumor is detected as a major area of tumor detection in brain cancer. Glioma is defined as a general definition of differ types of gliomas which are of low grade such as astrocytomas and oligodendro gliomas and high grade glioblastoma multiform (GBM), which is the most effective malignant primary brain tumor [2]. Chemotherapy, radiotherapy are few methods applied in the treatment of gliomas [3]. An analysis of different medical images such as, Computed Tomography (CT), Positron Emission Tomography (PET), Magnetic Resonance Spectroscopy (MRS), Single-Photon Emission Computed Tomography (SPECT) and Magnetic Resonance Imaging (MRI) are used in the diagnosis of early prediction of cancer in patients. Various
Computer-aided diagnosis (CAD) systems were presented in past for the automated diagnosis of the scan image in early detection of brain tumor. Different optimal algorithms and architectures were proposed in developing an accurate and more efficient classification of brain tumor in glioma diagnosis. In recent development, machine learning is observed to evolve as a promising solution in early cancer diagnosis. Among these developments, deep learning approaches were proposed for faster operation with improved accuracy. In building a deep learning approach, the selection of multiple layers in learning and classification system is not optimized. This results in higher computation overhead. The segmentation is limited with edge regions and a predefined reference model is used in making decision. This limits the application of segmentation and hence accuracy of the system. Current diagnosis or computing approach introduces processing distortions which are to be eliminated for accurate processing. The variability of noise characteristics limits the image filters in removing all kinds of noises in variant environments.

Wherein effort in over fitting issue is addressed in diagnosis approach using deep learning approaches, the representative features are very sensitive to distortions introduced during computation. As the features are processed over the whole MRI sample, the resulting coefficient overhead is high and the feature extracted are considerably large. In addition, the classification process based on complete MRI sample results in over fitting issue [4].

The effect of distortion is critical for decision as the outlined coefficients are high in number and the distributive in nature. Even with the complex processing of image coefficients, the non-effective representation of the coefficients lead to heavy representing coefficients which result in very low accuracy and demand high computation to attain quality of service in medical image processing for automation. To achieve higher decision accuracy, the complexity of representation and classification need to be minimized for an effective processing of medical image sample for real time applications. A set of MRI sample showing high grade of glioma from BRATS dataset is shown in figure 1.

![Figure 1: Different MRI Glioma sample from BRATS dataset](image)

Figure 1 illustrates the MRI sample where the sub region of tumor region from T1, T1-Gd, T2 and FLAIR is shown in (a),(b),(c),(d) respectively.

For processing of MRI sample developments of new intelligent system in tumor detection were suggested in past. Brain diagnosis and disorder detection for automated tumor detection is presented in [5]. Analysis of the existing cancer detection and the advantages and limitation to the present system is outlined in [6]. The outlined approach defines the feasibility of existing approaches for tumor diagnosis. The feature representation of brain tumor in spatial domain is presented in [7].

A mutual information (MI) is presented for the computation and representation of the spatial feature in [8]. The spatial similar feature for 3-D MRI sample is presented. The process of image feature extraction and registration is outlined. The introduction of distortion in the registration process leading to mis-registration is
outlined. In [9] the study of brain anatomy and its analysis for studies of tumor detection is presented. The approach gives an extensive learning on the anatomy of brain structure, tumor characteristic and tumor detection approach. In processing of brain tumor detection, segmentation of the region of interest (ROI) is important. In [62] the paper explains IDH1 mutation status and 1P19Q co-deletion status. The process of segmentation used in diagnosis of MRI sample is presented in following section.

2. Approaches of segmentation in brain tumor diagnosis

Approach of segmentation is computed by manual segmentation, semi-automated process and fully automated approach [10].

2.1 Manual Approach

This approach is based on radiologist refereeing to multiple slices of MRI image and performing a marking of suspected region of tumor in brain. These observations need an expert in anatomical and physiological knowledge of brain image in MRI sample. This process is a time consuming process, and to certain extent of expert based on the variability of sample reflect on the accuracy of detection and are tend to manual error.

2.2. Semi–Automatic Approach

This method has a mixed model of manual and automated processing algorithm which are processed for region isolation, processing and feedback analysis for the decision of tumor detection in a MRI sample. This method includes approach such as tumor cut in extracting the tumors region. A suspected manual region is marked onto the MRI sample which is passed to the processing algorithm to make a decision of the marked region.

2.3. Fully Automatic Region

This method process isolate on the MRI sample, where advanced computing approaches such as artificial intelligence, machine learning are used in detection of tumor and classification of the detected region.

The past development for segmentation of the tumor region in a MRI sample, a watershed based segmentation approach is defined in [11]. The approach shows the ability of segmenting the required and non-required region in the tumor region segmentation based on the detection of pixel based coding using watershed approach. The method process on the surrounding region coding and the region involved in the process. For segmentation in [12], a graph based technique for region detection is presented. The proposed approach gives an approach of markovian approach to image segmentation using a pair wise coding of region segmentation and registration process.

The approach is developed based on a pattern classification problem, where the registration process is performed using the maximization of similarity index among the region of segmentation.

In order to summarize and analyze the brain tumor's automatic detection methods through the magnetic resonance image (MRI), in [13] various steps of computer-detected detection (CAD) system are presented. Brain image classification was studied in [14] where one way of rating in signal to detect primary brain tumors, combined with multiple wavelets and synthetic neural networks. The EEG signals are measured using unconsciously almost energy. This observation leads to the detection of EEG analysis based tumor. In [15] the images of MRI scan of brain sample is processed on Matlab tool to extract the exact region of the brain tumor. It also includes noise removal functions, side and therapeutic processes that are used for image coding of MRI. To implement and evaluate the method of automated magnetic resonance
imaging atlas-based automated segmentation (MRI-ABAS) procedure for analyzing patients with brain tumors passing through Radio Therapy (RT) is outlined in [16]. The MRI-ABAS procedure is developed based on grey matter ratings and atlas-based areas of interest approach. A segmented section of tumorous region is presented in figure 2 below. The segmentation is performed for BRATS glioma sample.

![Figure 2: Segmented region of brain tumor from BRATS dataset](image)

In the segmentation process of a tumorous region in MRI sample, the variation of shape, size and location makes it very challenging task in automated MRI diagnosis. The boundaries of the tumor region are observed to be irregular and the discontinuity of the bounding region poses a greater challenge in segmentation.

3. Deep Learning Method

The development in the deep learning methods in various areas of applications such as object recognition, biological image analysis, pattern recognition, speech recognition, security etc., has made the approach more attractive to the research community in recent past [17]. Wherein past learning approach process on feature extraction and selection based on a given user input, deep learning approach such as convolution neural network has a ability of selecting the optimal features from the feature input. Neural network based deep learning approach basically focus on the developing of new network modeling. In decision making of tumor detection in brain tumor detection, deep learning has a important role in accurate region segmentation, feature description and classification.

A 3D convolution neural network based approach for MRI glioma segmentation and recognition is outlined in [18]. This approach presented an approach of handing large spatial feature vectors for neural network modeling and analysis. The proposed approach tested on BRATS dataset gives a dice score of 87% for the complete tumor region, 77% for an analysis of core tumor region and 73% in active tumor region.

[19] Outlined the approach of interpolation of large volumetric data for brain tumor segmentation and feature selection to solve the issue of neural network processing with lower complexity. The proposed method used a hyperbolic tangent function as a non linearity term. This method shows a dice score of 83% for whole tumor, 73% for core and 69% for active tumor region. A two way cascade approach for deep learning in tumor detection is outlined in [20]. This approach implemented a two phase training to avoid class imbalance issue in training process. the Maxout non-linearity functions used for the post processing. Test of BRATS the dice score obtained are 88%, 79% and 73% for the whole, core and active tumor region respectively. A modified rectifier linear unit (ReLU) used a non-linear active function is used in [21]. The neural network uses 11 layers of full connected layers. The obtained dice score are 88%, 83% and 77% for the whole, core and active tumor region respectively. Local prediction based approach for tumor detection is outlined in [22]. This approach uses a central voxel region for feature extraction and a labeled patch dictionary is used for the development of knowledge database in training process. The obtained dice score for the outlined method is 83%, 75% and 77% for whole, core and active regions respectively. A summary of the past
development with dice score tested on BRATS dataset is outlined in table 1 below.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Function/Method used</th>
<th>Dice Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Whole region</td>
</tr>
<tr>
<td>[18]</td>
<td>large spatial feature vectors</td>
<td>87</td>
</tr>
<tr>
<td>[19]</td>
<td>hyperbolic tangent function</td>
<td>83</td>
</tr>
<tr>
<td>[20]</td>
<td>two way cascaded approach, Maxout non-linearity functions</td>
<td>88</td>
</tr>
<tr>
<td>[21]</td>
<td>modified rectifier linear unit (ReLU)</td>
<td>88</td>
</tr>
<tr>
<td>[22]</td>
<td>Local prediction based approach</td>
<td>83</td>
</tr>
</tbody>
</table>

Table 1. Dice Score for Development Deep Learning approaches for Tumor Glioma Detection on Brats Dataset

In [23] extensive literature on the approach of developed medical testing for existing methods on tumor detection and its cure is presented. New approach of processing tumor cell detection based on image coding, with classification, detection and recognition is focused. An emphasis on the multimodal, multi-scale nature of neuro-imaging data is presented in [24]. The process is developed by a multi-way (tensor) structure, where the defined processes are summarized by a relatively small number of components or “atoms.”

[25], focus on the surveillance of tumor detection algorithm that is suggested to detect Tumor's location is presented. The focus is being made on using the image acquisition of brain tumor detection for region of interest segmentation. These approach use MRI images in scanned format to detect tumor in a MRI image. The difference among some of the leading techniques were outlined. In [26] Magnetic resonance imaging using a signal-image post processing approach is developed using a intensity curvature measurement method. The diagnosis of MRI sample using the curvature process is developed. The brain diagnosis is performed using the functions of the MRI's post processing models namely: (i) bivariate cubic polynomial, (ii) bivariate Lagrange polynomial, (iii) monovariatesinc, and (iv) bivariate linear.

The outcome shows that the conventional approaches of curvature function and signal resilient depends on the signal interpolation and severity to improve the additional information useful for diagnosing for MRI. In [27] DB-4 wavelet is used in extracting the characteristic of MR images. Due to the extraction of finer contrast, it easily reduces the signal variations of an image and reduces the overhead. PCA is applied for the selection of best features for rating. This PCA result is given as input into the SVM selected features for classification. Two SVM kernel functions, linear and radial basis kernels are defined.

These past developments have shown various significant results for automated diagnosis and recognition. However, the learning capability is yet low due to limited feature description, lower filtration efficiency and slower classification process. To overcome these issues, a new intelligent system is outlined. Typical procedures based on special technicians
are slower, and have low operability and there isolation are to be difficult in quantity. Machine vision seems a suitable technique to automate Computers are used successfully for detection & classification of brain cancer, segmentation of brain, histogram equalization, thresholding, image enhancement, sharpening filters & classification of cancers using an artificial neural network approach. A Classification process of deep learning approach on various mode of processing in different dimension of MRI sample is outlined in table 2.

**Table 2. Classification Performance of Tumor Detection for Test Set Sample in Different Dimensions**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Used approach</th>
<th>Dimension of coding</th>
<th>Dice score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>whole</td>
</tr>
<tr>
<td>[28]</td>
<td>Patch</td>
<td>3D</td>
<td>87</td>
</tr>
<tr>
<td>[29]</td>
<td>Semantic</td>
<td>2D</td>
<td>84</td>
</tr>
<tr>
<td>[30]</td>
<td>cascaded</td>
<td>2D</td>
<td>85</td>
</tr>
<tr>
<td>[31]</td>
<td>cascaded</td>
<td>3D</td>
<td>88</td>
</tr>
<tr>
<td>[32]</td>
<td>Semantic</td>
<td>2D</td>
<td>85</td>
</tr>
<tr>
<td>[33]</td>
<td>Patch</td>
<td>2D</td>
<td>90</td>
</tr>
<tr>
<td>[34]</td>
<td>Semantic</td>
<td>2D</td>
<td>89</td>
</tr>
<tr>
<td>[35]</td>
<td>Patch</td>
<td>3D</td>
<td>90</td>
</tr>
<tr>
<td>[36]</td>
<td>Semantic</td>
<td>2D</td>
<td>88</td>
</tr>
<tr>
<td>[37]</td>
<td>cascaded</td>
<td>2D</td>
<td>90</td>
</tr>
<tr>
<td>[38]</td>
<td>Patch</td>
<td>3D</td>
<td>87</td>
</tr>
</tbody>
</table>

4. Representative Feature and Classification

The autonomy of the study self-determination rating is described. In [39] the artificial neural Network (NN) was used for probabilistic Natural Network (PNN). This method is designed to rank tumor type in MRI sample of various patients having Astrocytoma type tumor effect. in the detection of tumor in brain MRI, representative features has a critical role. The accuracy of feature extraction reflect the overall decision of the learning system. Gray level co-occurrence matrix (GLCM) is used in [40] to represent features for a tumor region. In [41] Artificial Bee Colony approach is developed to outlined the feature of tumor using Fuzzy-C-Mine for noise free processing of MRI samples.

In [42] an assessment of current research using data mining techniques for diagnosis of brain tumors is presented. The MRI was diagnosed with the deep learning approach as mining algorithms for extraction of clinical parameters. different methods have been recognized, such as decision trees, support vector machines, synthetic neural networks and multi-peripheral models. The analysis shows that most of the data mining algorithm are suitable for brain tumor detection base on the selected feature of training.

In [43] an analysis of transformation techniques, using Discrete Cosine Transformer (DCT), and Discrete wavelet Transform (DWT) is used to rank each other separately as a brain tumor network in integration with probabilistic neural network (PNN) is different. The system was described in three phases for the analysis of tumor in brain.
In initial phase, MRI images were captured and a pre-processing is carried out to eliminate the noise and to improve the visual quality of the image. Secondly, a DCT and DWT approach is compared for feature extraction and a probabilistic neural network based on radial basis function (RBF) is used for the classification of the brain effect. Finally, diagnosis of brain tumor is compared using DCT and DWT and performance parameters using sensitivity rate and precision rate is used. Usage of pre-processing and post processing measures have been presented in [44] for better diagnosis of brain tumor. Six different modes of processing a large scale for measuring area is applied to MRI images. Table 3 outlines the accuracy of estimation based on the method used with the selective features.

### Table 3. Classifier Performance with Feature Vector Used in Tumor Glioma Detection

<table>
<thead>
<tr>
<th>Reference</th>
<th>Features used</th>
<th>Classifier</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[45]</td>
<td>Histogram</td>
<td>SVM</td>
<td>89</td>
</tr>
<tr>
<td>[46]</td>
<td>GLCM</td>
<td>SVM</td>
<td>94</td>
</tr>
<tr>
<td>[47]</td>
<td>Fisher vectors</td>
<td>MPNN</td>
<td>98</td>
</tr>
<tr>
<td>[48]</td>
<td>Fabor</td>
<td>PNN</td>
<td>83</td>
</tr>
<tr>
<td>[49]</td>
<td>GLCM</td>
<td>CNN</td>
<td>82</td>
</tr>
<tr>
<td>[50]</td>
<td>GLCM</td>
<td>CNN</td>
<td>84</td>
</tr>
<tr>
<td>[51]</td>
<td>Selective</td>
<td>CapsNet</td>
<td>86</td>
</tr>
</tbody>
</table>

### 5. System Outline

The present research work focus on developing robust intelligent system for identifying brain tumor is proposed with reference to the past developed frameworks. The focus on building a new approach for preprocessing, segmentation, feature representation and classification process is addressed. A System architecture for recognition of tumor detection and classification is proposed for identifying brain tumor using intelligent system is as shown in figure 3 below.

![Figure 3: System Architecture for tumor detection](image)

In the process of feature extraction, among different methods Gabor-wavelet approach was mostly used in recent approaches. Whereas Gabor-wavelet approach is more descriptive in texture feature representation, and providing invariance features, the method doesn’t reveal much detail of the finer textures at the segmented region. Towards a finer improvement in feature representation a multi-level wavelet with Gabor approach could provide still finer details of the MRI sample. These features can improve the representation accuracy, intern improving the decision accuracy. Such approach will be very effective under detection of tumor at initial stages where the healthy and affected regions are variant at very few locations.

The final stage of this developed approach is the classifier unit, which is dominantly being developed using SVM classifier. SVM classifiers are mostly used due to its simpler processing in implementation and accurate decision. Various formats of kernels were used.
to develop such SVM operation. However, the accuracy of the decision is based on the knowledge it is provided with. In various pattern recognition approaches, a new concept of relevant feedback logic was observed. The relevant feedback logic, improves the accuracy by recursive updation of training knowledge in the SVM model. With this advantage a Multi class SVM (M-SVM) is developed with the integration of relevant feedback logic to improvise the decision accuracy. A summarized decision performance for tumor detection using different methods is listed in table 4 below.

**Table 4. Observation of Dice Score for Different Learning Approaches in Tumor Detection for Brats Dataset**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Used approach</th>
<th>operation</th>
<th>Dice score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[52]</td>
<td>Observation and expert entry</td>
<td>Manual</td>
<td>whole: 88</td>
</tr>
<tr>
<td>[53]</td>
<td>CNN with 3x3 deep learning</td>
<td>Fully automatic</td>
<td>88</td>
</tr>
<tr>
<td>[54]</td>
<td>Joint approach of segmentation and registration</td>
<td>Semi automatic</td>
<td>87</td>
</tr>
<tr>
<td>[55]</td>
<td>Cascade two path</td>
<td>Fully automatic</td>
<td>87</td>
</tr>
<tr>
<td>[56]</td>
<td>3D convolution</td>
<td>Fully automatic</td>
<td>86</td>
</tr>
<tr>
<td>[57]</td>
<td>SVM</td>
<td>Semi automatic</td>
<td>86</td>
</tr>
<tr>
<td>[58]</td>
<td>CNN k-Mean</td>
<td>Fully automatic</td>
<td>83</td>
</tr>
<tr>
<td>[59]</td>
<td>3D patch CNN</td>
<td>Fully automatic</td>
<td>85</td>
</tr>
<tr>
<td>[60]</td>
<td>Cellular automata</td>
<td>Semi automatic</td>
<td>83</td>
</tr>
<tr>
<td>[61]</td>
<td>CNN for each modality</td>
<td>Fully automatic</td>
<td>72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Observation and expert entry</th>
<th>Manual</th>
<th>whole: 88</th>
<th>Core: 93</th>
<th>Active: 74</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN with 3x3 deep learning</td>
<td>Fully automatic</td>
<td>88</td>
<td>83</td>
<td>77</td>
</tr>
<tr>
<td>Joint approach of segmentation and registration</td>
<td>Semi automatic</td>
<td>87</td>
<td>79</td>
<td>72</td>
</tr>
<tr>
<td>Cascade two path</td>
<td>Fully automatic</td>
<td>87</td>
<td>77</td>
<td>73</td>
</tr>
<tr>
<td>3D convolution</td>
<td>Fully automatic</td>
<td>86</td>
<td>77</td>
<td>75</td>
</tr>
<tr>
<td>SVM</td>
<td>Semi automatic</td>
<td>86</td>
<td>75</td>
<td>73</td>
</tr>
<tr>
<td>CNN k-Mean</td>
<td>Fully automatic</td>
<td>83</td>
<td>74</td>
<td>77</td>
</tr>
<tr>
<td>3D patch CNN</td>
<td>Fully automatic</td>
<td>85</td>
<td>73</td>
<td>68</td>
</tr>
<tr>
<td>Cellular automata</td>
<td>Semi automatic</td>
<td>83</td>
<td>73</td>
<td>69</td>
</tr>
<tr>
<td>CNN for each modality</td>
<td>Fully automatic</td>
<td>72</td>
<td>57</td>
<td>59</td>
</tr>
</tbody>
</table>

### 6. Dataset Representation

In developing the automation of data representation for brain data processing, MRI sample processing needs a ground truth representation in correlation to test sample in making decision. The earning of the developing system is developed using widely used benchmark dataset of MRI sample called BRATS dataset. In the dataset sample, the automated segmented region for glioma sample representation is referred with various common dataset samples. The current dataset consists of 274 multimodality MRI sample in for patient with glioma representing high and low grades effect with ground truth representation for evaluation.

The valuation of the dataset are developed following various known factors of testing metrics such as the Dice-Score, Sensitivity, accuracy, recall rate etc.

Other well known dataset for MRI samples widely used in the diagnosis of MRI samples are,

1) Brain-web data set [63].
2) OASIS [64]

1) Brain-web data set: - currently it has two

class representation of simulated brain data namely,

(i) Normal
(ii) Multiple sclerosis (MS).

The dataset is represented in two types (T1 and T2 class), where features such as the density, region variant, and intensity of non-linearity features are used in the classification.

2) OASIS (Open Access Series of Imaging Studies):- The OASIS [64] dataset consist of 150 subject MRI samples of various age groups for tumorous and normal test case.
7. Implementation
We have implemented the system which will identify and analyze whether the given inputted MRI brain scan consists of brain tumor or not shown in Figure 4. Accordingly, it will show the result and display positive or negative along with the accuracy. If the result is found out to be positive, then the segmented portion purpose image will consider.

8. Conclusion
Automation of brain tumor is observed to be critical due to its volumetric data representation, finer feature details and the processing complexity in making decision. Wherein, accuracy in decision and resource utilization in computation is critical in automation system, processing speed, complexities in computation are also very crucial in these system. Improving the operational performance, recent development has to end towards the incorporation of new machine learning system which has extended to the usage of deep learning approaches. This paper, outlined the developments made in past towards the objective of automation in brain tumor glioma analysis processing with MRI sample. The past approaches of segmentation, feature representation, and classifier models are complex and large in representation. New deep learning approaches such as the neural network (NN) approach offered an advantage of learning and classification using deep processing of tumorous and non-tumorous sample features. The deep learning approach has given an opportunity in developing new approaches in improvising the performance of automation with faster speed and improved accuracy. The implemented model improves the accuracy of the desired results by making a system involving medical image analysis to be carried out by accurate and efficient algorithms. Optimal segmentation, feature selection and classifications are the need of automation system, which are to be defined to the finer level for achieving the objectives of accuracy with speed of operation.
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